
Appendix A

Answers and solutions

Chapter 1 solutions

Answers to exercises
E1.1 a) x “ 3; b) x “ 30; c) x “ 2; d) x “ ´3. E1.2 a) Z, Q, R, C; b) C; c) N, Z, Q, R, C;
d) Q, R, C; e) R, C. E1.3 a) 21; b) 0; c) 2

27 . E1.4 a) x “ 2; b) x “ 25; c) x “ 100. E1.5
a) f´1pxq “ x2, x “ 16. b) g´1pxq “ ´ 1

2 lnpxq, x “ 0. E1.6 a) px´ 1qpx´ 7q; b) px`
2q2. E1.7 a) a2 ` 2ab` b2; b) a3 ` 3a2b` 3ab2 ` b3; c) a4 ` 4a3b` 6a2b2 ` 4ab3 ` b4;
d) a5` 5a4b` 10a3b2` 10a2b3` 5ab4` b5. E1.8 x1 “ 3

2 and x2 “ ´1. E1.9 x “ ˘?2.
E1.10 Domain: x P R. Image: f pxq P r´2, 2s. Roots: r. . . ,´ π

2 , π
2 , 3π

2 , 5π
2 , . . .s. E1.11

a) ppxq is even and has degree 4. b) qpxq is odd and has degree 7. E1.12 a) x “ 5 and
x “ ´3; b) x “ 1`?3 and x “ 1´?3. E1.13 x “ 5 cosp45˝q “ 3.54, y “ 5 sinp45˝q “
3.54; C “ 10π. E1.14 a) π

6 [rad]; b) π
4 [rad]; c) π

3 [rad]; d) 3π
2 [rad]. E1.15 a) ´1; b) 1;

c) 0. E1.16 a) 0; b) 1; c) 1
2 ; d) 1. E1.17 x “ ?21. E1.18 V “ 33.51 and A “ 50.26. E1.19

Length of track “ 5C “ 5πd “ 11.47[m]. E1.20 px´ 1q2 ` py´ 4q2 “ 9 or tpx, yq P
R2 | x “ 1` 3 cos θ, y “ 4` 3 sin θ, θ P r0, 2πqu. E1.21 a) p4, 0q. b) p´2,´3q. c) p7, 3q.
E1.22 a) ~v1 “ p5?3, 5q “ p8.66, 5q. b) ~v2 “ p0,´12q. c) ~v3 “ p´2.95, 0.52q. E1.23
a) ~u1 “ 4=0˝. b) ~u2 “

?
2=45˝. c) ~u3 “

?
10=108.43˝. E1.24 x “ 2, y “ 3. E1.25

x “ 5, y “ 6, and z “ ´3. E1.26 p “ 7 and q “ 3. E1.27 a) t2, 4, 6, 7u; b) t1, 2, 3, 4, 5, 6u;
c) t1, 3, 5u; d)H; e) t1, 2, 3, 4, 5, 6, 7u; f) t7u; g) t2, 4, 6, 7u; h)H. E1.28 a) x P p´8, 3

2 q;
b) x P p´8,´5s; c) x P p´1, 4q; d) x P p4,8q; e) x P r 14

3 ,8q; f) p´8,´4s Y r2,8q.

Solutions to selected exercises
E1.7 The coefficients of the expression of pa` bqn for different values of n correspond
to the rows in Pascal’s triangle. Check out the Wikipedia page for Pascal’s triangle
to learn the general formula and see an interesting animation of how it can be con-
structed.

E1.12 a) Rewrite the equation putting all terms on the right-hand side: 0 “ x2 ´
2x´ 15. We can factor this quadratic by inspection. Are there numbers a and b such
that a ` b “ ´2 and ab “ ´15? Yes, a “ ´5 and b “ 3, so 0 “ px ´ 5qpx ` 3q.
b) Rewrite the equation so all terms are on the left-hand side: 3x2 ´ 6x ´ 6 “ 0.
Nice, the cubic terms cancel! We’ll use the quadratic formula to solve this equation

x “ 6˘
?
p´6q2´4p3qp´6q

6 “ 6˘6
?

3
6 “ 1˘?3.
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E1.14 To convert an angle measure from degrees to radians we must multiply it by
the conversion ratio π

180 [rad/˝].

E1.17 The cosine rule tells us x2 “ 42 ` 52 ´ 2p4qp5q cosp60˝q “ 16` 25´ 40 1
2 “ 21.

Therefore x “ ?21.

E1.18 The volume of the sphere with radius r “ 2 is V “ 4
3 π23 “ 33.51. Its surface

area is A “ 4π22 “ 50.26.

E1.28 a) Dividing both sides of the inequality by two gives x ă 3
2 . b) Divide both

sides by negative four to obtain x ď ´5. Note the “ě” changed to “ď” since we
divided by a negative number. c) If the absolute value of p2x ´ 3q is less than five,
then p2x´ 3q must lie in the interval p´5, 5q. We can therefore rewrite the inequality
as ´5 ă 2x´ 3 ă 5, then add three to both sides to obtain ´2 ă 2x ă 8, and divide
by two to obtain the final answer ´1 ă x ă 4. d) Let’s collect all the x-terms on the
right and all the constants on the left: 8 ă 2x, which leads to 4 ă x. e) To simplify,
add two to both sides of the inequality to obtain 1

2 x ě 1
3 ` 2. You remember how to

add fractions right? We have 1
3 ` 2 “ 1

3 ` 6
3 “ 7

3 , and therefore 1
2 x ě 7

3 . Multiply
both sides by two to obtain x ě 14

3 . f) The first step is to get rid of the square by taking
the square root operation on both sides:

apx` 1q2 ě ?
9. Recall that

?
x2 “ |x|,

so we have |x` 1| ě 3. There are two ways for the absolute value of px` 1q to be
greater than three. Either x` 1 ě 3 or x` 1 ď ´3. We subtract one in each of these
inequalities to find x ě 2 or x ď ´4. The solution to this inequality is the union of
these two intervals.

Answers to problems
P1.1 x “ ˘4. P1.2 x “ A cospωt` φq. P1.3 x “ ab

a`b . P1.4 a) 2.2795. b) 1024.

c) ´8.373. d) 11. P1.5 a) 3
4 . b) ´141

35 . c) 3 23
32 . P1.6 a) c. b) 1. c) 9|a|

|b| . d) a. e) b
ac .

f) x2 ` ab. P1.7 a) x2 ` pa´ bqx´ ab. b) 2x2 ´ 7x´ 15. c) 10x2 ` 31x´ 14. P1.8
a) px´ 4qpx` 2q. b) 3xpx´ 3qpx` 3q. c) px` 3qp6x´ 7q. P1.9 a) px´ 2q2` 3. b) 2px`
3q2` 4. c) 6

´
x` 11

12

¯2´ 625
24 . P1.10 $0.05. P1.11 5 years later. P1.12 girl = 80 nuts, boy

= 40 nuts. P1.13 Alice is 15. P1.14 18 days. P1.15 After 2 hours. P1.16 ϕ “ 1`?5
2 .

P1.17 x “ ´5˘?41
2 . P1.18 a) x “ 3?2. b) x “ p π

2 ` 2πnq for n P Z. P1.19 No real

solutions if 0 ă m ă 8. P1.20 a) ez. b) x3y15

z3 . c) 1
4x4 . P1.21 For n ą 250, Algorithm Q

is faster. P1.22 10 cm. P1.23 22.52 in. P1.24 d “ 1800 tan 20˝´800 tan 25˝
tan 25˝´tan 20˝ , h “ 1658.46 m.

P1.25 x “ tan θ
?

a2 ` b2 ` c2. P1.26 sin2 θ cos2 θ “ 1´cos 4θ
8 . P1.27 c “ a sin 75˝

sin 41˝ « 14.7.
P1.28 a) h “ a sin θ. b) A “ 1

2 ba sin θ. c) c “ a
a2 ` b2 ´ 2ab cosp180˝ ´ θq. P1.29

1.06 cm. P1.30 Arect “ 5c` 10. P1.31 Vbox “ 1.639 L. P1.32 V “ 300 000 L. P1.33
315 000 L. P1.34 4000 L. P1.35 A rope of length

?
2`. P1.36 20 L of water. P1.37

h “ 7.84 inches. P1.38 1` 2` ¨ ¨ ¨ ` 100 “ 50ˆ 101 “ 5050. P1.39 x “ ´2 and
y “ 2. P1.40 x “ 1, y “ 2, and z “ 3. P1.41 a) ~u1 “ 5=90˝. b) ~u2 “

?
5=63.4˝.

c) ~u3 “
?

5=243.4˝ or
?

5=´116.6˝. P1.42 a) ~v1 “ p17.32, 10q. b) ~v2 “ p0,´10q.
c) ~v3 “ p´4.33, 2.5q. P1.43 a) ~w1 “ 9.06ı̂` 4.23 ̂. b) ~w2 “ ´7 ̂. c) ~w3 “ 3ı̂´ 2 ̂` 3k̂.
P1.44 a) p3, 4q. b) p0, 1q. c) p7.33, 6.5q. P1.45 Q “ p5.73, 4q. P1.46 a) 2i. b) 1

4 p5` iq.
c) 2` i. P1.47 a) x “ ˘2i. b) x “ ´16. c) x “ ´1´ i and x “ ´1` i. d) x “ i, x “ ´i,
x “ ?3i, and x “ ´?3i. P1.48 a)

?
5. b) 1

2 p´3` iq. c) ´5´ 5i.

Solutions to selected problems
P1.5 For c), 1 3

4 ` 1 31
32 “ 7

4 ` 63
32 “ 56

32 ` 63
32 “ 119

32 “ 3 23
32 .
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P1.9 The solutions for a) and b) are fairly straightforward. To solve c), we first factor
out 6 from the first two terms to obtain 6px2 ` 11

6 xq ´ 21. Next we choose half of the
coefficient of the linear term to go inside the square and add the appropriate correction

to maintain equality: 6rx2 ` 11
6 xs ´ 21 “ 6rpx` 11

12 q2 ´
´

11
12

¯2s ´ 21. After expanding

the rectangular brackets and simplifying, we obtain the final expression: 6
´

x` 11
12

¯2´
625
24 .

P1.11 We must solve for x in 35` x “ 4p5` xq. We obtain 35` x “ 20` 4x, then
15 “ 3x, so x “ 5.

P1.13 Let A be Alice’s age and B be Bob’s age. We’re told A “ B` 5 and A` B “ 25.
Substituting the first equation into the second we find pB` 5q ` B “ 25, which is the
same as 2B “ 20, so Bob is 10 years old. Alice is 15 years old.

P1.14 The first shop can bind 4500{30 “ 150 books per day. The second shop can bind
4500{45 “ 100 books per day. The combined production capacity rate is 150` 100 “
250 books per day. It will take 4500{250 “ 18 days to bind the books when the two
shops work in parallel.

P1.15 Let tm denote the time when the two planes meet, as measured from the mo-
ment the second plane departs. Since it left one hour earlier, the slower plane will
have travelled a distance 600ptm ` 1q km when they meet. The faster plane will have
travelled the distance 900tm km when they meet. Combining the two expressions we
find 600ptm ` 1q “ 900tm. The time when the planes meet is tm “ 2 hours after the
departure of the second plane.

P1.19 Using the quadratic formula, we find x “ m˘
?

m2´8m
4 . If m2 ´ 8m ě 0, the

solutions are real. If m2 ´ 8m ă 0, the solutions will be complex numbers. Factoring
the expressions and plugging in some numbers, we observe that m2 ´ 8m “ mpm´
8q ă 0 for all m P p0, 8q.
P1.21 The running time of Algorithm Q grows linearly with the size of the prob-
lem, whereas Algorithm P’s running time grows quadratically. To find the size of
the problem when the algorithms take the same time, we solve Ppnq “ Qpnq, which
is 0.002n2 “ 0.5n. The solution is n “ 250. For n ą 250, the linear-time algorithm
(Algorithm Q) will take less time.

P1.24 Observe the two right-angle triangles drawn in Figure 1.53. From the triangle
with angle 25˝ we know tan 25˝ “ h

800`d . From the triangle with angle 20˝ we know
tan 20˝ “ h

1800`d . We isolate h in both equations and eliminate h by equating p1800`
dq tan 25˝ “ tan 20˝p800 ` dq. Solving for d we find d “ 1800 tan 20˝´800 tan 25˝

tan 25˝´tan 20˝ “
2756.57 m. Finally we use tan 25˝ “ h

800`d again to obtain h “ tan 25˝p800` dq “
1658.46 m.

P1.26 We know sin2pθq “ 1
2 p1´ cosp2θqq and cos2pθq “ 1

2 p1` cosp2θqq, so their
product is 1

4 p1´ cosp2θq cosp2θqq. Note cosp2θq cosp2θq “ cos2p2θq. Using the power-

reduction formula on the term cos2p2θq leads to the final answer sin2 θ cos2 θ “ 1
4

´
1´ 1

2 p1` cosp4θqq
¯

.

P1.29 The volume of the water stays constant and is equal to 1000 cm3. Initially the
height of the water h1 can be obtained from the formula for the volume of a cylinder
1000 cm3 “ h1πp8.5 cmq2, so h1 “ 4.41 cm. After the bottle is inserted, the water
has the shape of a cylinder with a cylindrical part missing. The volume of water is
1000 cm3 “ h2

`
πp8.5 cmq2 ´ πp3.75 cmq2˘. We find h2 “ 5.47 cm. The change in

height is h2 ´ h1 “ 5.47´ 4.41 “ 1.06 cm.

P1.30 The rectangle’s area is equal to its length times its height Arect “ `h.

P1.31 The box’s volume is V “ wˆ hˆ ` “ 10.5ˆ 7ˆ 22.3 “ 1639 cm3=1.639 L.
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P1.33 The tank’s total capacity is 15ˆ 6ˆ 5 “ 450 m3. If 30% of its capacity is spent,
then 70% of the capacity remains: 315 m3. Knowing that 1 m3 “ 1000 L, we find there
are 315 000 L in the tank.
P1.34 The first tank contains 1

4 ˆ 4000 “ 1000 L. The second tank contains three times
more water, so 3000 L. The total is 4000 L.
P1.35 The amount of wood in a pack of wood is proportional to the area of a circle
A “ πr2. The circumference of this circle is equal to the length of the rope C “ `.
Note the circumference is proportional to the radius C “ 2πr. If we want double the
area, we need the circle to have radius

?
2r, which means the circumference needs to

be
?

2 times larger. If we want a pack with double the wood, we need to use a rope of
length

?
2`.

P1.36 In 10 L of a 60% acid solution there are 6 L of acid and 4 L of water. A 20% acid
solution will contain four times as much water as it contains acid, so 6 L acid and 24 L
water. Since the 10 L we start from already contains 4 L of water, we must add 20 L.
P1.37 The document must have a 768{1004 aspect ratio, so its height must be 6ˆ
1004
768 “ 7.84375 inches.

P1.38 If we rewrite 1` 2` 3` ¨ ¨ ¨ ` 98` 99` 100 by pairing numbers, we obtain the
sum p1` 100q` p2` 99q` p3` 98q` ¨ ¨ ¨ . This list has 50 terms and each term has the
value 101. Therefore 1` 2` 3` ¨ ¨ ¨ ` 100 “ 50ˆ 101 “ 5050.
P1.49 There exists at least one banker who is not a crook. Another way of saying the
same thing is “not all bankers are crooks”—just most of them.
P1.50 Everyone steering the ship at Monsanto ought to burn in hell, forever.
P1.51 a) Investors with money but without connections. b) Investors with connec-
tions but no money. c) Investors with both money and connections.

Chapter 2 solutions

Answers to exercises
E2.1 A´1 “

„
1
7 0

0 1
2


. E2.2 a) A~v “ “

7
14

‰
; b) B~v “ “´1

9

‰
; c) ApB~vq “ “

26
41

‰
; d) BpA~vq “ “´7

63

‰
;

e) A~w “
”´15
´32

ı
; f) B~w “ “ 3´21

‰
. E2.3 v1 “ ´2, v2 “ 3. E2.4 a) p1, 1, 3q; b) p1, 1,´3q;

c) p3, 3, 3q; d)
?

2. E2.5 a) 5; b) p´1,´1, 1q; c) p1, 1,´1q; d) p0, 0, 0q. E2.6 a) This part
has been omitted for brevity. b) ~v1 “ p9.848, 1.736q; ~v2 “ p8.66, 5q; ~v3 “ p5, 8.66q;
~v4 “ p´5, 8.66q. c) Πı̂p~v1q “ 9.848; Πı̂p~v2q “ 8.66; Πı̂p~v3q “ 5; Πı̂p~v4q “ ´5.
d) Π ̂p~v1q “ 1.736; Π ̂p~v2q “ 5; Π ̂p~v3q “ 8.66; Π ̂p~v4q “ 8.66. e) Π~dp~v1q “ p5.79, 5.79q
and }Π~dp~v1q} “ 8.19; Π~dp~v2q “ p6.83, 6.83q and }Π~dp~v2q} “ 9.66; Π~dp~v3q “ p6.83, 6.83q
and }Π~dp~v3q} “ 9.66; Π~dp~v4q “ p1.83, 1.83q and }Π~dp~v4q} “ 2.59. E2.7 a)

“
3 2
4 1

‰
;

b)
„´2 2

3 ´2
0 1


; c)

“
17 16
8 9

‰
; d)

“
13 12 11 10
2 3 4 5

‰
; e)

“ 2 1 4´2 4 1
‰
; f) Doesn’t exist; g)

„´2 ´6
5 10
2 1


; h) ´5;

i) Doesn’t exist; j) Doesn’t exist; k)´5; l) 1; m) 4; n) 4. E2.8 a) 14; b) 5; c) 0; d)
” 1 2 3

2 4 6
3 6 9

ı
;

e)
„

4 ´2 0
´2 1 0
0 0 0


; f)

„
2 ´1 0
4 ´2 0
6 ´3 0


. E2.9 α “ ´ 1

2 and β “ 12. E2.10 a) Yes; b) No; c) Yes.

Solutions to selected exercises
E2.1 To find A´1 we must consider the action of A “ “

7 0
0 2

‰
on an arbitrary vector

~v “ “ v1
v2

‰
, and perform the inverse action. Since A multiplies the first component by 7,

A´1 must divide the first component by 7. Since A multiplies the second component

by 2, A´1 must divide the second component by 2. Thus A´1 “
„

1
7 0

0 1
2


.
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E2.10 An expression is linear in the variable v if it contains v raised only to the first
power. This is the case for the first and third expressions but not the second, since it

contains
?

x ” x
1
2 .

Answers to problems
P2.1 a) qpxq is nonlinear; b) f pxq, gpxq, and hpxq are all linear; c) ipxq is nonlinear;
d) jpxq is nonlinear. P2.2 p1, 2, 3q. P2.3 |ay ` |by “ 5|0y ` 2|1y. P2.4 a) 0;
b) p0, 0, 1q; c) p0, 1,´1q; d) p0, 0,´1q. P2.5 a) 5; b) p´1, 1, 1q; c) p0, 0, 0q; d) p0, 0, 0q.
P2.6 a) 6. b) 0. c) ´3. d) p´2, 1, 1q. e) p3,´3, 0q. f) p7,´5, 1q. P2.7 a) p2, 3, 3, 7, 8q.
b) p0,´1,´3,´1,´2q. c) 30. P2.8 p´ 2

3 , 1
3 , 2

3 q or p 2
3 ,´ 1

3 ,´ 2
3 q. P2.9 p12,´4,´12q.

P2.10 The tractor’s trajectory is a half-circle. The total distance travelled is 3.14[km].

P2.12 M~v “
”

αz1`βz2

γz1`δz2

ı
. P2.13 A “ “

3 0
0 1

‰
; B “ “

1 1
0 1

‰
; C “ “

3 1
0 1

‰
. AB “ “

3 3
0 1

‰
;

BA “ “
3 1
0 1

‰ “ C. P2.14 a)
“´5 ´5

4 2

‰
; b)

“´5 10 ´5
20 5 10

‰
; c)

“
17 28
41 64

‰
; d) Doesn’t exist;

e)
” 18 21

9 12
8 9

ı
; f) r 9 12 s; g)

”´4
´7

ı
; h) 0; i)

“ 2 1´4 ´2
‰
; j) 8; k) 11; l)´3; m) 20. P2.15 a) detpBq;

b) det A; c) 0. P2.16 a) 6; b) 3
2 ; c) 15; d) 30; e) 40.

Solutions to selected problems
P2.1 A function is linear in x if it contains x raised only to the first power. Basically,
f pxq “ mx (for some constant m) is the only possible linear function of one variable.

P2.8 See bit.ly/1cOa8yo for calculations.

P2.9 Any multiple of the vector ~u1 ˆ ~u2 “ p´3, 1, 3q is perpendicular to both ~u1 and
~u2. We must find a multiplier t P R such that tp´3, 1, 3q ¨ p1, 1, 0q “ 8. Computing
the dot product we find ´3t ` t “ 8, so t “ ´4. The vector we’re looking for is
p12,´4,´12q. See bit.ly/1nmYH8T for calculations.

P2.10 The direction of the tractor changes constantly throughout the day, and the
overall trajectory has the shape of a half-circle. The total distance travelled by the
tractor is equal to half the circumference of a circle of radius R. Since it took the trac-
tor six hours of movement at v “ 0.524[km/h] to travel half the circumference of the
circle, we have 1

2 C “ πR “ vpt f ´ tiq “ 0.524p6q, from which we find R “ 1[km]. The
total distance travelled by the tractor is πR “ 3.14[km].

P2.11 Using algebra we find }~u´~v}2 “ }~u}2`}~v}2´ 2~u ¨~v. Using the cosine rule we
find }~u´~v}2 “ }~u}2`}~v}2´ 2}~u}}~v} cospϕq. Equating these two expressions, we can
obtain the geometric formula for the cosine product.

P2.13 Using the definition of the matrix vector product, we can imitate the action of
each linear transformation T by choosing appropriate coefficients in the matrix. The
top row corresponds to the first coefficient of the output; the bottom row corresponds
to the second coefficient of the output. Observe that BA “ C. The composite transfor-
mation of applying TA followed by TB (denoted TB ˝ TA), is equivalent to the transfor-
mation TC . Note AB ‰ BA: the matrix product AB corresponds to compositing the
composition of the linear transformations in the opposite order TA ˝ TB.

Chapter 3 solutions

Answers to exercises
E3.1 x “ 4, y “ ´2. E3.3 a) No solution; b) p0, 2q; c) tp2, 0q ` sp´1, 1q,@s P Ru.
E3.4 a) X “ BA´1; b) X “ C´1B´1 A´1ED´1; c) X “ AD´1. E3.5 P “ “

19 22
43 50

‰
;

http://bit.ly/1cOa8yo
http://bit.ly/1nmYH8T
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Q “ “´5 9
8 6

‰
. E3.6 a)

“
19 24
40 51

‰
; b)

“
57 88
11 24

‰
; c)

“
17 28
41 64

‰
; d)

“
54 69
22 27

‰
; e) Doesn’t exist; f)

” 18 21
9 12
8 9

ı
;

g) ´165. E3.7 a) ´2; b) 2; c) 4; d) 0. E3.8 V “ 2. E3.9 Linearly independent. E3.10

A´1 exists for all α ‰ 6. E3.11 A´1 “
”

2 ´1
´1 1

ı
. E3.12 x “ ´8 and y “ 3.

Solutions to selected exercises
E3.2 The row operations required to bring A to reduced row echelon form are: R1 Ð
1
3 R1, R2 Ð R2 ´ 2R1, R2 Ð ´2R2, R1 Ð R1 ´ R2. Using SymPy these operations are
implemented as follows:

>>> A[0,:] = A[0,:]/3
>>> A[1,:] = A[1,:] - 2*A[0,:]
>>> A[1,:] = -2*A[1,:]
>>> A[0,:] = A[0,:] - A[1,:]

Try displaying the matrix A after each operation to watch the progress.
E3.8 See bit.ly/181ugMm for the calculations.

E3.9 We can determine if the vectors are linearly independent by constructing a 3ˆ 3

matrix from them and computing the determinant. In this case, we have det
ˆ„

1 4 3
2 1 1
0 ´2 ´1

˙
“

´3 ‰ 0 so the vectors are linearly independent.

E3.12 We can solve the equation A
”

x
y

ı
“~b by multiplying the equation by the inverse

A´1. We find A´1 ““´2 ´3
1 1

‰
and

”
x
y

ı
“ A´1~b ““´8

3

‰
.

Answers to problems
P3.1 x “ 15 and y “ 2. P3.2 a) R2 Ð R2 ´ 2R1, R2 Ð ´2R2, R1 Ð R1 ´ R2;
b) R2 Ð R2 ´ 2R1, R2 Ð ´2

3 R2, R1 Ð R1 ´ 3
2 R2; c) R1 Ð 1

2 R1, R2 Ð R2 ´ 3R1,
R2 Ð 4

3 R2, R1 Ð R1 ´ 3
4 R2. P3.3 a) p´2, 2q; b) p´4,´1,´2q; c) p´2

5 , ´1
2 , 3

5 q. P3.4
a) tp2, 0q` sp´2, 1q, @s P Ru; b) tp2, 1, 0q` sp3, 1, 1q, @s P Ru; c) tp 1

10 , 0, 3
5 q`αp1, 1, 0q,@α P Ru.

P3.5 a) tp1, 0, 0q` sp1, 1, 0q` tp2, 0, 1q,@s, t P Ru; b) tp 1
10 , 3

5 , 0, 0q ` αp1, 1, 0, 0q ` βp´ 1
10 , 0,´ 3

5 , 1q,
@α, β P Ru. P3.6 a)

” x1
x2
x3

ı
P
"” 0

0
0

ı
` t

„
1´1
1


, @t P R

*
. b)

” x1
x2
x3

ı
=
” 0´2

5

ı
. c)

” x1
x2
x3

ı
=
!” 0

0
1

ı

` t
„

0´2
1


, @t P R

)
. P3.7 rankpAq ď 4. P3.8 C “ B´1. P3.9 a) M´1L´1 MK;

b) J´3K´1 J2; c) A “ 1
21; d) Y “ N´1. P3.10 ~x “ p´7,´19,´3qT. P3.11

~x “ p30.64, 10.48, 17.06q. P3.12 a) AB “
” 6 2

10 2
11 3

ı
. b) AA “

” 4 6 3
6 18 8
3 7 5

ı
. c) BA doesn’t exist.

d) BB doesn’t exist. P3.13
” ´2 ´2
´15 ´15

ı
. P3.15 a)

” 13 5 3
6 9 12
6 5 16

ı
; b)

„´6 7 5 ´5
´9 15 18 ´3
´7 19 10 5


; c)

„
4 ´4
24 3
18 17


;

d)

«´8 ´5 ´8
15 7 23
3 9 9´1 ´3 7

ff
; e)

“ 4 11 18
6 ´1 22

‰
; f)

”´51 92 55 ´10
´49 58 85 ´40

ı
. P3.16 a)

”
0 cospαq´sinpαq

sinpαq´cospαq ´ cosp2αq
ı
;

b)
”

cos2pαq sinpαq
´ cospαq sin2pαq

ı
; c)

”
cosp2αq sinpαq
´ cospαq 0

ı
. P3.17 a) ´3; b) 0; c) 10. P3.18 detpAq “ ´48;

detpBq “ 13. P3.19 a) Independent; b) Dependent; c) Dependent. P3.20 Area
“ 2. P3.21 Volume “ 8. P3.22 a) ´2; b) ´162; c) ´8; d) ´14; e) 28. P3.23
a) 86; b) ´86; c) ´172. P3.24 For both rows and columns: A: not independent;
B: independent; C: not independent; D: not independent. P3.25 detpJq “ r. P3.26

|detpJsq| “ ρ2 sin φ. P3.27 a) The inverse doesn’t exist; b)
”

5 ´2
´2 1

ı
; c)

”
2 ´ 3

2´1 1

ı
.

http://bit.ly/181ugMm
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P3.28 B “ “´17 ´30
5 8

‰
. P3.29 A´1 “

»
–
´ 1

3
2
3 ´ 1

3
´ 2

3
1
3 ´ 5

3
4
3 ´ 2

3
7
3

fi
fl and B´1 “ 1

21

»
–
´3 ´5 ´21

6 11
3 ´2 7 ´4
9 15 21

2 ´12
3 ´9 0 3

fi
fl.

P3.31 CA “
„

1 2 ´4
´2 ´1 2
1 5 ´7


; CB “

„´10 6 ´12
´4 ´10 20
1 18 ´5


; CC “

«
0 0 0 0
2 ´2 2 ´2
´4 4 ´4 4
´8 8 ´8 8

ff
. P3.32 A´1 “

„´1 1 ´2
´1 1

2 ´ 5
2

2 ´1 4


. P3.33 a “ ´3, b “ 1, c “ 2, d “ ´2. P3.34

“ 1 ´1
2 2

‰“´1 ´1
1 2

‰ “ “´2 ´3
0 2

‰
.

P3.35 B “ SA and C “ AS, where S “
”

α 0
0 β

ı
.

Solutions to selected problems
P3.7 Since the system of equations A~x “ ~b has an infinite number of solutions, the
RREF of A must contain at least one row of zeros. Therefore, the rank of A can be at
most 5´ 1 “ 4.

P3.8 First simplify the equation by multiplying with A´1 from the left, and with D´1

from the right, to obtain BC “ 1. Now we can isolate C by multiplying with B´1 from
the left. We obtain B´1 “ C.

P3.11 Start by rewriting the matrix equations as p1´ Aq~x “ ~d, then solve for ~x by hit-
ting the equation with the appropriate inverse: ~x “ p1´ Aq´1~d. See bit.ly/1hg44Ys
for the details of the calculation.

P3.14 Rewrite H as 1?
2

“ 1 1
1 ´1

‰
to simplify calculations. Then compute HXH “ 1

2

´“ 1 1
1 ´1

‰” 0 1
1 0

ı¯“ 1 1
1 ´1

‰ “
1
2

“ 1 1´1 1
‰“ 1 1

1 ´1
‰ “ 1

2

“ 2 0
0 ´2

‰ “ Z. The calculation for HZH is similar and it leads to X.

P3.19 We can determine if the sets of vectors are linearly independent by combining
them to form a matrix then computing this matrix’s determinant. If the determinant
of the matrix is nonzero, the vectors are linearly independent.

P3.23 The answers in a) and b) have different signs because interchanging rows in a
matrix changes the sign of the determinant. For part c), we use the fact that multiply-
ing one row of a matrix by a constant has the effect of multiplying the determinant by
the same constant.

P3.24 We can calculate the determinant of the matrix to check if its rows are indepen-
dent. If the determinant is not zero then vectors are independent, otherwise vectors
are dependent. The columns of a square matrix are linearly independent if and only
if the rows of the matrix are linearly independent.

P3.25 The determinant of J is∣∣∣∣cos θ ´r sin θ
sin θ r cos θ

∣∣∣∣ “ r cos2 θ` r sin2 θ “ r.

P3.26 The determinant of Js is

detpJsq “
∣∣∣∣∣∣
sin φ cos θ ´ρ sin φ sin θ ρ cos φ cos θ
sin φ sin θ ρ sin φ cos θ ρ cos φ sin θ

cos φ 0 ´ρ sin φ

∣∣∣∣∣∣
“ ρ2

´
cos2 φ sin φp´1q ´ sin3 φp1q

¯

“ ´ρ2 sin φ
´

cos2 φ` sin2 φ
¯
“ ´ρ2 sin φ.

Since we’re only interested in finding the volume factor we can ignore the sign of the
Jacobian’s determinant: |detpJsq| “ ρ2 sin φ.

http://bit.ly/1hg44Ys
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P3.28 To solve for the matrix B in the equation AB “ C, we must get rid of the matrix
A on the left side. We do this by multiplying the equation AB “ C by the inverse
A´1. We find the inverse of A by starting from the array r A | 1 s, and performing the
row operations R1 : R2 Ð R2 ´ 2R1, R2 : R2 Ð ´R2, and R3 : R1 Ð R1 ´ 4R2, to

find the matrix A´1 “
”´7 4

2 ´1

ı
. Applying A´1 to both sides of the equation, we find

B “ A´1C “ “´17 ´30
5 8

‰
.

P3.30 Zero matrix has the detpAq “ 0. We have A´1 “ 1
detpAqadjpAq. We cannot

divide by zero, so the zero matrix has no inverse.
P3.32 See bit.ly/matinvxls for the solution.
P3.33 Find the inverse of

“ 1 3´2 ´1
‰
, then multiply both sides of the equation by the

inverse to isolate the matrix of unknowns
“

a b
c d

‰
.

P3.34 First we calculate
”

a b
c d

ı”
e f
g h

ı
“

”
ae`bg a f`bh
ce`dg d f`dh

ı
“

”
2ae ae`ec

ce`ca c2`ec

ı
. We proceed by

comparing the two matrices component by component. Observe 2ae “ ´2, which
implies ae “ ´1, which allows us to simplify ae` ec “ ´3 to ec “ ´2. The equation
ec` ca “ 0 implies ca “ 2. Finally, using ce` c2 “ 2 and ec “ ´2, we find c “ 2.
Therefore c “ d “ h “ 2, a “ g “ 1, and e “ b “ f “ ´1.

Chapter 4 solutions

Answers to exercises
E4.1 dp`, Oq “ 3

?
2

2 « 2.121. E4.2 dp`, Oq “ 3. E4.3 dpP, Oq “ 5
?

3 « 8.66. E4.4 2x`
y “ 5. E4.5 a)

?
10; b) 2; c)

?
3

3 ; d)
?

6; e)
?

3; f)
?

3
3 . E4.6 a) p 4

3 , 4
3 , 4

3 q; b) p´ 1
3 , 5

3 ,´ 4
3 q;

c) p 5
3 ,´ 1

3 ,´ 4
3 q; d) p 5

3 , 5
3 , 5

3 q; e) p´ 5
3 ,´ 5

3 , 10
3 q. E4.7 a) p 2

5 , 26
5 , 5q; b) 11.841; c) p 14

5 , 32
5 , 0q;

d) 12.837; e) 5.6745. The point p is closer to `1 than to `2. E4.8 p 30
53 , 5

53 , ´20
53 q. E4.9

~v “ p4, 3, 2qW . E4.10 r1sBm Bs
“

»
–

1
2

1
2 0

1
2 ´ 1

2 0

0 0 1
2

fi
fl. E4.11 There must be four vectors in

the set and the vectors must be linearly independent. E4.12 a) Yes; b) Yes; c) Yes;
d) No; e) Yes. E4.13 rankpAq “ dimpRpAqq “ dimpCpAqq “ 3, dimpN pAqq “ 1,
and dimpN pATqq “ 0. rankpBq “ dimpRpBqq “ dimpCpBqq “ 3, dimpN pBqq “ 2,
and dimpN pBTqq “ 1. rankpCq “ dimpRpCqq “ dimpCpCqq “ 0, dimpN pCqq “
4, and dimpN pCTqq “ 3. E4.14 RpAq “ spanpp1, 0, 0, 0q, p0, 1,´1, 0qq, CpAq “
spanpp1, 0, 0qT, p0, 1, 0qTq, and N pAq “ spanpp0, 1, 1, 0qT, p0, 0, 0, 1qTq. E4.15 Yes.
E4.16 N pAq “ spanpp 1

2 , 1 , 1
2 , 1qq; N pBq “ spanpp1, 1, 0q, p2, 0, 1qq. E4.17 RpAq “

spanpp1, 3, 0, 0q, p0, 0, 1, 0q, p0, 0, 0, 1qq, CpAq “ spanpp1, 2, 3qT, p3, 7, 9qT, p3, 6, 10qTq,
and N pAq “ spanpp´3, 1, 0, 0qTq.

Solutions to selected exercises
E4.1 Using the formula from page 200, we find

dp`, Oq “
›››p0, 3q ´ p0,3q¨p1,´1q

12`p´1q2 p1,´1q
›››

“
›››p0, 3q ´ ´3

2 p1,´1q
›››

“ ››` 3
2 , 3

2

˘›› “ 3
?

2
2 .

E4.2 Using the formula from page 200, we find

dp`, Oq “
››››p0, 0, 3q ´ p0, 0, 3q ¨ p1, 1, 0q

12 ` 12 ` 02 p1, 1, 0q
›››› “ 3.

https://bit.ly/matinvxls
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E4.5 a) This is the norm of }r}. b) To find a vector from the origin to the closest
point on the line `, find a vector to any point on the line and subtract the part of the
vector that is parallel to the line. The length of this perpendicular-only vector is the
closest distance dp`, Oq. c) Start with an arbitrary point in the plane, say pP “ p1, 0, 0q.
Then compute the length of the projection of pP in the normal direction to obtain a
vector to the point closest to the origin in the plane P. The length of this vector is
equal to dpP, Oq. d) The procedure is analogous to part (b), but we’ll use a vector
~u “ p0, 0, 2q ´ p1, 3, 0q, which starts at r and ends on a point on the line `. The part of
the vector ~u that is perpendicular to the line ` is computed as Π`K p~uq “ ~u´Π`p~uq.
The closest distance between r and ` is the length of this vector, }Π`K p~uq}. e) The
procedure is analogous to part (c), but we start with the vector ~v “ p1, 0, 0q ´ p1, 3, 0q,
which starts at r and ends on a point in the plane P. The closest distance between r
and P is }Π~nP p~vq}. f) Define a vector that starts at some point on the line and ends
at some point in the plane ~w “ p1, 0, 0q ´ p0, 0, 2q; then compute }Π~nP p~wq}. See
bit.ly/distxrcis for calculations.

E4.6 See bit.ly/projxrcis for the solution using SymPy.

E4.7 See bit.ly/dist_lines_exrcis for the solution.

E4.8 The vectors p2,´4, 2q and p6, 1,´4q define a plane P. We’re looking for the pro-
jection of ~v onto P. First, use the cross product to find a normal vector to the plane
P: ~n “ p2,´4, 2q ˆ p6, 1,´4q “ p14, 20, 26q. Then, compute the projection using the
formula ΠPp~vq “ ~v´Π~np~vq “ p 30

53 , 5
53 , ´20

53 q.

E4.10 We first find the inverse change of basis r1sBs Bm
“

„
1 1 0
1 ´1 0
0 0 2


, which has columns

that are the vectors of the modified basis Bm. We then compute r1sBm Bs
“ ` r1sBs Bm

˘´1 “
1
2

„
1 1 0
1 ´1 0
0 0 1


.

E4.12 All the given subsets are subspaces of R3 except for d) because the plane 2x`
y` z “ 3 does not contain the zero vector p0, 0, 0q.
E4.15 The null space of A and ´A are identical since A~v “~0 if and only if ´A~v “~0.
The same goes for the left null spaces. The column spaces are the same since any
vector ~w P CpAq corresponds to some choice of coefficients ~v such that ~w “ A~v, and
since using ´A and ´~v gives the same vector p´Aqp´~vq “ ~w. The same goes for the
row spaces.

E4.16 The null space of A consists of all vectors ~x “ px1, x2, x3, x4qT that satisfy A~x “
~0. To solve this equation we first compute the RREF of A:

rrefpAq “
»
—–

1 0 0 ´ 1
2

0 1 0 ´1

0 0 1 ´ 1
2

fi
ffifl ,

and observe it pivots in the first three columns, while x4 “ s is a free variable. The
null space of A is

»
—–

1 0 0 ´ 1
2

0 1 0 ´1

0 0 1 ´ 1
2

fi
ffifl

»
——–

x1
x2
x3
s

fi
ffiffifl “

»
–

0
0
0

fi
fl ñ

1x1 ´ 1
2 s “ 0

1x2 ´ s “ 0
x3 ´ 1

2 s “ 0

The null space is N pAq “ spanpp 1
2 , 1 , 1

2 , 1qq.

https://bit.ly/distxrcis
https://bit.ly/projxrcis
http://bit.ly/dist_lines_exrcis
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Answers to problems
P4.1 a) p1, 2q. b) Lines overlap so every point on the lines is an intersection point.
c) p1, 1q. P4.2 a) tp1,´ 1

2 , 0q ` sp0,´ 1
2 , 1q,@s P Ru; b) tp´1, 2, 0q ` tp1,´1, 1q,@t P Ru.

P4.3 a) parallel; b) neither; c) perpendicular. P4.4 dpr, Pq “ 1. P4.5 dpp, Qq “ 2
3 . P4.6

a) dpp, qq “ 7; b) dpm, nq “ 5; c) dpr, sq “ 3; d) dpi, jq “ ?19. P4.7 x` y` 2z “ 4.

P4.8 ` :
!

x`3
2 “ y´1

´4 “ z
´1

)
. P4.9 2x ´ 11y ´ 7z “ 2. P4.10 Π~up~vq “ ~v¨~u

}~u}2 ~u “
p1,1,1q¨p2,1,´1q
22`12`p´1q2 p2, 1,´1q “ 1

3 p2, 1,´1q; Π~vp~uq “ ~v¨~u
}~v}2~v “ p1,1,1q¨p2,1,´1q

12`12`12 p1, 1, 1q “ 2
3 p1, 1, 1q.

P4.11 ΠPp~vq “ 1
7 p17, 30,´1q. P4.12 ΠPKp~uq “ p´ 6

25 , 0,´ 8
25 q. P4.13 dp`, Pq “ 7

3 .

P4.14 ~v “ p2, 1, 3qW . P4.15 r1sV U “
„´1 2 0

1 ´1 1
1 ´1 ´1


. P4.17 a) Yes; b) No; c) Yes; d) No;

e) No. P4.18 a) A “ “
1 2 3
2 4 6

‰
; b) B “

”
1 ´1 0
1 0 ´1

ı
; c) C “ “ 3 6 9´1 ´2 ´3

‰
. Other answers

are possible. P4.19 d “ bc
a . P4.20 a) The x-axis; b) The xy-plane; c) The xy-plane;

d) All of R3; e) The yz-plane. P4.22 No, but you can conclude that dim V ď m. P4.29
~v3 “ p0, 1, 0q, ~v13 “ p2, 4, 7q. P4.30 ~v4 “ p5, 2,´3, 1q.

Solutions to selected problems
P4.1 To find the intersection point, solve the two equations simultaneously.

P4.3 We can solve this problem by comparing the plane normals. a) The normals
to the planes are ~n1 “ p1,´1,´1q and ~n2 “ p2,´2,´2q “ 2~n1. The normals are
multiples of each other so the planes are parallel. b)~n1 “ p3, 2, 0q,~n2 “ p0, 1,´1q, and
~n1 ¨~n2 “ 2 ‰ 0. The planes are neither parallel nor perpendicular. c) ~n1 “ p1,´2, 1q,
~n2 “ p1, 1, 1q, and~n1 ¨~n2 “ 0; therefore the planes are perpendicular.

P4.4 Use the formula dpr, Pq “ |~n¨r|
}~n} “ |2p2q`1p3q´2p5q|?

22`12`p´2q2 “
3
3 “ 1.

P4.5 Construct the vector ~v “ p´ q “ p5, 3, 5q ´ p0, 1, 0q “ p5, 2, 5q, which starts at
q (an arbitrary point in the plane Q) and ends at the point p. The shortest distance
between the point p and the plane Q is equal to the length of the projection of the
vector ~v in the direction of the plane’s normal vector~n, which is given by the formula
}Π~np~vq}. We find dpp, Qq “ ›› ~v ~̈n}~n}2~n

›› “ ›› 10`2´10
22`12`p´2q2 p2, 1,´2q›› “ ›› 2

9 p2, 1,´2q›› “ 2
3 .

P4.7 First we find two vectors in the plane; for example ~u ” r ´ q “ p´1,´1, 1q
and ~v ” s´ q “ p0,´2, 1q. Then we must find the normal vector ~n, ~n “ ~uˆ~v “
p´1,´1, 1q ˆ p0,´2, 1q “ p1, 1, 2q. We can use any of the three points as the point
po in the geometric equation of the plane ~n ¨ rpx, y, zq ´ pos “ 0. Using q “ p1, 3, 0q,
we obtain the equation p1, 1, 2q ¨ rpx, y, zq ´ p1, 3, 0qs “ 1px´ 1q ` 1py´ 3q ` 2z “ 0.
Computing the expression gives x´ 1` y´ 3` 2z “ 0, which simplifies to x` y`
2z “ 4.

P4.9 We use the Gauss–Jordan elimination procedure to find the intersection of the
two planes. The line of intersection is `1 : tp1, 0, 0q ` p1,´3, 5qt | @t P Ru, where
p1, 0, 0q is a point on the line of intersection and ~v1 “ p1,´3, 5q is its direction vector.
The direction vector of `2 is ~v2 “ p2, 1,´1q. We want to find the equation of a plane
~n ¨ rpx, y, zq ´ pos “ 0 that has a normal perpendicular to both ~v1 “ p1,´3, 5q and
~v2 “ p2, 1,´1q. Using ~n “ ~v1 ˆ~v2 “ p´2, 11, 7q, and choosing the point po “ p1, 0, 0q
from the line `1, we obtain p´2, 11, 7q ¨ rpx, y, zq ´ p1, 0, 0qs “ 0.

P4.11 Let’s first find ΠPK p~vq “ ~v ~̈n
}~n}2~n “ p3,4,1q¨p2,´1,4q

22`p´1q2`42 p2,´1, 4q “ 2
7 p2,´1, 4q. Then

ΠPp~vq “ ~v´ΠPK p~vq “ p3, 4, 1q ´ 2
7 p2,´1, 4q “ 1

7 p17, 30,´1q. We can verify ΠPp~vq `
ΠPK p~vq “ 1

7 p17, 30,´1q ` 2
7 p2,´1, 4q “ p3, 4, 1q “ ~v. This shows that the projection

we found is correct.
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P4.12 First we find the normal~n of the plane P using the cross-product trick,~n “ ps´
mq ˆ pr´mq. Since s´m “ p4, 0,´3q and r´m “ p4, 1,´3q, we find~n “ p4, 0,´3q ˆ
p4, 1,´3q “ p3, 0, 4q. Now we want to find the projection of ~u onto the space perpen-
dicular to P, which is given by the formula ΠPK p~uq “ ~v ~̈n

}~n}2~n “ p´2,1,1q¨p3,0,4q
32`42 p3, 0, 4q “

´2
25 p3, 0, 4q “ p´ 6

25 , 0,´ 8
25 q.

P4.13 We’ll compute the distance by first finding a vector ~v that connects an arbitrary
point in the plane P with an arbitrary point on the line `, and then computing the
component of ~v that is perpendicular to the plane. The point that lies on the line is
p` “ p1,´3, 2q, and the point in the plane is pP “ p0, 1, 1q. The vector between them is
~v “ pP ´ p` “ p1,´4, 1q. To compute dp`, Pqwe must find the length of the projection
of ~v in the direction of~n: dp`, Pq “ ›› ~v ~̈n}~n}2~n

›› “ |~n¨~v|
}~n} “ p1,´4,1q¨p´1,2,2q?

p´1q2`22`22
“ 7

3 .

P4.15 First we find the change-of-basis transformations to the standard basis r1sBs U “„
1 0 0
0 1 1
0 1 ´1


and r1sBs V “

” 1 1 1
1 1 0
1 0 1

ı
. Next we compute r1sV Bs

“ ` r1sBs V
˘´1 “

„´1 1 1
1 0 ´1
1 ´1 0


.

Finally, we compute r1sV U “ r1sV Bs
r1sBs U .

P4.16 We can check that the sum of two upper triangular matrices results in an upper
triangular matrix. Scaling an upper triangular matrix also preserves its nature. The
zero matrix is upper triangular. Since all three subspace conditions are satisfied, the
upper triangular matrices form a subspace.

P4.17 In each case, we must either recognize the set as being a subspace or explain
which of the three subset conditions fails. a) W1 corresponds to the plane x` y “ 0
which is a subspace of R3. b) Consider the vectors p0, 1, 0q P W2 and p0, 0, 1q P W2. The
sum p0, 1, 0q ` p0, 0, 1q “ p0, 1, 1q R W2, so W2 is not closed under addition. c) W3 is
equivalent to the line tp0, 0, 0q ` tp1, 1, 1q,@t P Ru, which is a subspace of R3. d) Con-
sider the vector p1, 0, 0q P W4. Multiplying this vector by´3 results in p´3, 0, 0q R W4,
so the set W4 is not closed under scalar multiplication. e) The set W5 does not contain
the zero element p0, 0, 0q.
P4.19 Imagine performing the first step in the Gauss–Jordan elimination procedure.

Subtracting c
a times the first row from the second row results in

”
a b
0 d´ c

a b

ı
. If d “ bc

a ,
the matrix will have rank one.

P4.21 Define W “ spanp~v1,~v2 ´ ~v1,~v3 ´ ~v2,~v4 ´ ~v3q. Every vector ~w P W can be
written in the following two equivalent ways:

~w “ α1~v1 ` α2p~v2 ´~v1q ` α3p~v3 ´~v2q ` α4p~v4 ´~v3q
“ pα1 ` α2q~v1 ` α2~v2 ` α3p~v3 ´~v2q ` α4p~v4 ´~v3q.

This implies W “ spanp~v1,~v2,~v3 ´ ~v2,~v4 ´ ~v3q. Using this approach we can show
W “ spanp~v1,~v2,~v3,~v4 ´~v3q, and then W “ spanp~v1,~v2,~v3,~v4q “ V.

P4.22 Recall that the dimension of a vector space is equal to the number of vectors in
a basis for the vector space. For a set of vectors to be a basis, the vectors must span the
space and be linearly independent. Since the problem does not specify whether the set
of vectors are linearly independent, we cannot conclude that dim V “ m.

P4.23 Define W ” spanp~w1, ~w2q, which means any vector ~w P W can be written in the
form ~w “ α1~w1 ` α2~w2. To show W is a subspace, we must show it is closed under
addition and scalar multiplication, and that it contains the zero element. Consider
two arbitrary vectors chosen from W, ~wa “ α1~w1 ` α2~w2 and ~wb “ β1~w1 ` β2~w2. The
sum of these two vectors is ~wa ` ~wb “ pα1 ` β1q~w1 ` pα2 ` β2q~w2, which is also a
vector in W. Similarly, scaling ~wa by a constant produces a vector in W, and choosing
the coefficients α1 “ α2 “ 0 gives the zero vector. Therefore W Ď V.
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P4.24 We are told the set S “ t~v1,~v2,~v3,~v4u is linearly independent, which implies
α1~v1 ` α2~v2 ` ¨ ¨ ¨ ` αn~vn “ ~0 has only trivial solution pα1, α2, α3, α4q “ p0, 0, 0, 0q.
Define the set S1 “ t~v1,~v2 ´ ~v1,~v3 ´ ~v2,~v4 ´ ~v3u. To find whether S1 is a linearly
independent set, consider the following equation:

β1~v1 ` β2p~v2 ´~v1q ` β3p~v3 ´~v2q ` β4p~v4 ´~v3q “ 0.

Rearranging the terms, we obtain the equivalent expression

pβ1 ´ β2 ´ β3 ´ β4qloooooooooooomoooooooooooon
α1

~v1 ` pβ2 ´ β3qloooomoooon
α2

~v2 ` pβ3 ´ β4qloooomoooon
α3

~v3 ` β4loomoon
α4

~v4 “ 0.

We recognize this form of equation from the definition of linear independence. Since
we’re told t~v1,~v2,~v3,~v4u is a linearly independent set, we know the only solution to
the above equation is pα1, α2, α3, α4q “ p0, 0, 0, 0q, or

0 “ β1 ´ β2 ´ β3 ´ β4, 0 “ β2 ´ β3 ´ β4, 0 “ β3 ´ β4, 0 “ β4.

Solving for the unknowns in the order β4, β3, β2, β1, we find the only solution is
pβ1, β2, β3, β4q “ p0, 0, 0, 0q; therefore, t~v1,~v2 ´~v1,~v3 ´~v2,~v4 ´~v3u is a linearly inde-
pendent set.

P4.25 We’ll use a proof by contradiction. If t~v1,~v2,~v3u is not a linearly independent
set then there must be some pβ1, β2, β3q ‰ p0, 0, 0q such that β1~v1 ` β2~v2 ` β3~v3 “ 0.
If this is true, then the equation α1~v1 ` α2~v2 ` α3~v3 ` α4~v4 “ 0 will have a non-trivial
solution pα1, α2, α3, α4q ‰ p0, 0, 0, 0q: α1 “ β1, α2 “ β2, α3 “ β3, and α4 “ 0. However,
this contradicts the fact that t~v1,~v2,~v3,~v4u is a linearly independent set. Since we’ve
arrived at a contradiction, it must be true that t~v1,~v2,~v3u is a linearly independent set.

P4.26 We know ~v1, ~v2, ~v3 are linearly independent, and ~v4 R spanp~v1,~v2,~v3q. To
set up the proof by contradiction, assume t~v1,~v2,~v3,~v4u is a linearly dependent set.
This implies the equation α1~v1 ` α2~v2 ` α3~v3 ` α4~v4 “ 0 has a nontrivial solution:
pα1, α2, α3, α4q ‰ p0, 0, 0, 0q. We’ll analyze the case α4 “ 0 separately from the case
α4 ‰ 0. In the case α4 “ 0, at least one of the coefficients α1, α2, α3 must be nonzero,
which means α1~v1` α2~v2` α3~v3 “ 0 has a non-trivial solution; but this is a contradic-
tion since ~v1, ~v2, ~v3 are linearly independent. In the case of α4 ‰ 0, we can rewrite the
equation as follows:

α1~v1 ` α2~v2 ` α3~v3 ` α4~v4 “ 0 ñ ~v4 “ ´α1
α4
~v1 ` ´α2

α4
~v2 ` ´α3

α4
~v3,

which shows that ~v4 P spanp~v1,~v2,~v3q and contradicts ~v4 R spanp~v1,~v2,~v3q. Since
we’ve arrived at a contradiction in both cases, we conclude that t~v1,~v2,~v3,~v4u must
be a linearly independent set.

P4.27 To check whether t~v3,~v2 `~v3,~v1 `~v2 `~v3u is a linearly independent set, we
must consider the solutions to the equation c1~v3 ` c2p~v2 `~v3q ` c3p~v1 `~v2 `~v3q “ 0.
We can rewrite this equation as follows:

0 “ c1~v3 ` c2p~v2 `~v3q ` c3p~v1 `~v2 `~v3q
“ c3loomoon

α1

~v1 ` pc2 ` c3qlooomooon
α2

~v2 ` pc1 ` c2 ` c3qlooooooomooooooon
α3

~v3.

This latter equation has the same form as the definition of linear independence; and
since t~v1,~v2,~v3u is a linearly dependent set, we know the only solution to this equation
is pα1, α2, α3q “ p0, 0, 0q, which implies

c3 “ 0, c2 ` c3 “ 0, and c1 ` c2 ` c3 “ 0.

Solving these equations, we obtain the trivial solution pc1, c2, c3q “ p0, 0, 0q and con-
clude that the set t~v3,~v2 `~v3,~v1 `~v2 `~v3u is linearly independent.
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P4.28 Since the set t~u,~vu is a basis for V, the dimension of V is two. The set t~u`
~v, a~uu contains two vectors so it is sufficient to check whether the vectors in the set are
linearly independent. Consider the following equation:

β1p~u`~vq ` β2a~u “ 0 “ pβ1 ` β2aqlooooomooooon
α1

~u` β1loomoon
α2

~v.

Given t~u,~vu is a linearly independent set, the only solution to α1~u ` α2~v “ 0 is
pα1, α2q “ p0, 0q; therefore β1 ` β2a “ β1 “ 0 and β1 “ β2 “ 0. This implies
t~u`~v, a~uu is a basis for V. The proof for ta~u, b~vu is analogous.

P4.29 To extend the set t~v1,~v2u to a basis for R3 we must pick a vector that is linearly
independent from ~v1 and ~v2. We can see the structure of spanp~v1,~v2q more clearly if

we construct the matrix V“
”

—~v1—
—~v2—

ı
and transform it to its reduced row echelon form

„ “
1 2 0
0 0 1

‰
. We can add the vector ~v3 “ p0, 1, 0q to make this matrix full rank. On the

other hand, if we want to add a third vector ~v4 that is not linearly independent, we
can pick any linear combination of ~v1 and ~v2, like ~v4 “ ~v1 `~v2, for example.

P4.30 Construct the matrix V“
„—~v1—

—~v2—
—~v3—


and find a vector in its null space.

Chapter 5 solutions

Answers to exercises
E5.1 a) Linear, MT1 “ r 1 2 3 s; b) Nonlinear, T2p2, 0q ‰ 2T2p1, 0q; c) Nonlinear, T3p2, 0q ‰ 2T3p1, 0q;
d) Linear, MT4 “

” 0 0 1
0 1 0
1 0 0

ı
. E5.2 DompTq “ R3, CopTq “ R3, KerpTq “ t~0u,

ImpTq “ R3. T is injective and surjective; therefore it is bijective. E5.3 DompTMq “
R3, CopTMq “ R2, KerpTMq “ spanpp0, 1, 0qq, ImpTMq “ R2. DompTMT q “ R2,
CopTMT q “ R3, KerpTMT q “ t~0u, ImpTMT q “ spanpp1, 0, 0q, p0, 0, 1qq. E5.4 Tpx, yq “
px ` 4y, 2x ` 5y, 3x ` 6yq and MT “

” 1 4
2 5
3 6

ı
. E5.5 MR π

4
“

„ ?
2

2 ´
?

2
2?

2
2

?
2

2


, MR π

2
“

”
0 ´1
1 0

ı
. E5.6 MΠ~d

“ d̂d̂T “
„

1
10

3
10

3
10

9
10


. E5.7 rMTsB B “ r1sB B1 rMTsB1 B1 r1sB1 B.

E5.8 a) rMTsBs Bs
“ “

3 0
0 1

‰
; b) rMTsBf Bf

“ “
1 0
0 3

‰
; c) rMTsBd Bd

“ “
2 1
1 2

‰
. E5.9

r~xisB “
”

M´1
T

ı
B1 B1

“
~yw

i
‰
˚, r~yisB “ rMTsB B

”
M´1

T

ı
B1 B1

“
~yw

i
‰
˚.

Solutions to selected exercises
E5.5 The general formula for the rotation matrix is Rθ “

”
cos θ ´ sin θ
sin θ cos θ

ı
. Substitute the

values θ “ π
4 and θ “ π

2 in the general formula to obtain the matrix representations
of R π

4
and R π

2
.

E5.6 A unit vector in the direction ~d is given by d̂ “ ~d
}~d} “ p

?
10

10 , 3
?

10
10 qT. To find the

projection matrix, compute the outer product d̂d̂T.

E5.7 Start with the formula for rMTsB1 B1 and multiply it by r1sB B1 from the left and
by r1sB1 B from the right.

E5.8 Find the answers to parts a) and b) by inspection. For part c), obtain r1sBs Bd
“«

1?
2

1?
2

1?
2
´ 1?

2

ff
and find its inverse: r1sBd Bs

“
«

1?
2

1?
2

1?
2
´ 1?

2

ff
. Next, calculate rMTsBd Bd

by

computing r1sBd Bs
rMTsBs Bs

r1sBs Bd
.
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E5.9 Since
“
~yw

i
‰
˚ “ rMTsB1 B1 r~xisB, you can recover r~xisB by hitting

“
~yw

i
‰
˚ with the

inverse of MT in the basis B1: r~xisB “
”

M´1
T

ı
B1 B1

“
~yw

i
‰
˚. To find the correct output,

compute r~yisB “ rMTsB B

”
M´1

T

ı
B1 B1

“
~yw

i
‰
˚.

E5.10 Let~c1,~c2, . . . ,~cn be the n columns of A. Since the columns of A form a basis for
Rn, any vector~b P Rn can be written as a unique linear combination of the columns
of A: ~b “ x1~c1 ` x2~c2 ` ¨ ¨ ¨ ` xn~cn for some coefficients x1, x2, . . . , xn. Reinterpreting
the last equation as a matrix product in the column picture, we conclude A~x “~b has
a unique solution ~x.
E5.11 The rank–nullity theorem tells us rankpAq ` nullitypAq “ n for any nˆ n ma-
trix A. Given N pAq “ t~0u, this means nullitypAq “ 0 and therefore rankpAq “ n.

Answers to problems
P5.1 a) Linear, MT1 “

“
0 1
1 1

‰
; b) Nonlinear, T2p2, 2q ‰ 2T2p1, 1q; c) Nonlinear, T3p´1,´1q`T3p1, 1q ‰ T2p0, 0q;

d) Linear, MT4 “
”

3 ´2 1
2 1 ´4

ı
; e) Linear, MT5 “

” 1
2
3

ı
; f) Nonlinear, T6p2, 0, 0, 0q ‰ 2T6p1, 0, 0, 0q.

P5.2 ImpTq “ spanpp1, 1, 0q, p0,´1, 2qq. P5.3 MT “
„ 0 ´az ay

az 0 ´ax´ay ax 0


; KerpTq “ spanppax , ay, azqTq.

P5.4 MT “
”´1 3
´7 4

ı
. P5.5 a) rMTsB B “

” 1 0 0
1 1 0
1 1 1

ı
; b) rMTsB1 B1 “

«
1 0 0
1 3

2
1
2

0 ´ 1
2

1
2

ff
; c) rMTsB B1 “

” 1 0 0
1 1 1
1 2 0

ı
.

P5.6 rMTsB1 B1 “
” 2 0 0

0 2 0
0 0 ´3

ı
. P5.7 a) 1; b) M1 “

“
0 1
1 0

‰
; c) M2 “

“ 1 0
0 ´1

‰
; d) M3 “

„
cosp π

3 q ´ sinp π
3 q

sinp π
3 q cosp π

3 q


;

e) M4 “
„

cosp´ π
6 q ´ sinp´ π

6 q
sinp´ π

6 q cosp´ π
6 q


; f) M5 “

”
1 1

2
0 1

ı
.

Solutions to selected problems
P5.2 Applying T to the input vector p1, 0q produces p1, 1´ 0, 2 ¨ 0q “ p1, 1, 0q, and the
input vector p0, 1q produces the output p0, 0´ 1, 2 ¨ 1q “ p0,´1, 2q. Thus, ImpTq “
spanpp1, 1, 0q, p0,´1, 2qq Ď R3.
P5.3 Use the standard probing-with-the-standard-basis approach to obtain the matrix
representation. See youtu.be/BaM7OCEm3G0 for an interesting discussion about the
cross product viewed as a linear transformation.
P5.5 The change-of-basis transformation from B1 to the standard basis is r1sB B1 “„

1 0 0
0 1 1
0 1 ´1


. We find rMTsB B “

” 1 0 0
1 1 0
1 1 1

ı
directly by observing the formula for T. Next we

compute rMTsB1 B1 using the “sandwich” formula r1sB1 B rMTsB B r1sB B1 . Finally, we
compute rMTsB B1 by changing only the right basis of the transformation: rMTsB B1 “rMTsB B r1sB B1 .
P5.6 The change-of-basis matrix from the basis B1 to the standard basis B is r1sB B1 “” 1 0 1

0 1 0
0 0 1

ı
. We then compute rMTsB1 B1 “ r1sB1 B rMTsB B r1sB B1 .

P5.7 First, you must visually recognize the type of transformation that is acting in
each case; then, use the appropriate matrix formula. Transformations 1 and 2 are
reflections. Transformations 3 and 4 are rotations. Transformation 5 is a shear that
maps T5pı̂q “ ı̂ and T5p ̂q “ p 1

2 , 1qT. You can obtain the matrix representation from
these two observations.
P5.8 Let Bs “ tê1, ê2, . . . , ênu be the standard basis for Rn. Since A~x “~b has a solution
~x for every possible~b, it is possible to find the solutions ~xi in n equations of the form
A~xi “ êi , for i P t1, 2, . . . , nu. Now construct the matrix B that contains the solutions
~xi as columns: B “ r~x1, . . . ,~xns. Observe that AB “ Ar~x1, . . . ,~xns “ rA~x1, . . . , A~xns
“ rê1, . . . , êns “ 1n. The equation BA “ 1n implies A is invertible.

https://youtu.be/BaM7OCEm3G0
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P5.9 We want to show there is a unique solution to A~x “~b if and only if A~y “~0 has
only the trivial solution ~y “ ~0. To show (2)ñ(4), let’s assume the opposite of p4q is
true: that A~x “ ~0 has a nontrivial solution ~y ‰ ~0. If this is true, then ~x1 ” ~x`~y is a

solution to A~x “~b since A~x1 “ Ap~x`~yq “ A~x`��>
0

A~y “ A~x “~b. Since ~y ‰ 0, ~x1 ‰ ~x,
and therefore A~x “ ~b does not have a unique solution. If we want A~x “ ~b to have a
unique solution, A~y “~0 must have only the trivial solution ~y “~0.

We can use similar reasoning to show (4)ñ(2). Assume A~x1 “ ~b and A~x2 “ ~b
are two solutions, and assume ~x1 ‰ ~x2. Then Ap~x1 ´~x2q “~0; and, since ~x1 ´~x2 ‰~0,
we’ve shown that A~x “ ~0 has a nontrivial solution. If we want A~y “ ~0 to have only
the trivial solution ~y “~0, then A~x “~b must have a unique solution.

P5.10 If A~x “ ~0 has only the trivial solution ~x “ 0, then the reduced row echelon
form of A contains no free parameters and A has full rank.

P5.11 To solve the system of equations A~x “ ~0, we build the augmented matrix
r A | ~0 s and compute its RREF. Since A~x “ ~0 has a unique solution, the RREF of
r A |~0 s doesn’t contain any free variables, so the reduced echelon form of A must be
1n.

P5.12 Assume the matrix A is invertible. Consider the procedure for obtaining the
matrix inverse that starts from the extended array r A | 1 s. The sequence of row
operations R1,R2, . . . ,Rk is used to obtain the RREF of the extended array:

r A | 1 s ´R1,R2, . . . ,Rk Ñ r 1 | A´1 s.
Thus, rrefpAq “ 1. Note the determinant of the final step is nonzero; |1| ‰ 0. Since
the row operations Ri only act to change the sign or the size of the determinant, the
overall sequence of row operations doesn’t change the zero vs. nonzero nature of the
determinant. This implies the determinant of the original matrix A is also nonzero;
|A| ‰ 0.

P5.13 If T is injective, then its kernel contains only the zero vector KerpTq “ t~0u. Since
we’re interested in determining the linear independence of the set tTp~v1q, . . . , Tp~vnqu,
we must consider the solutions to the equation

α1Tp~v1q ` ¨ ¨ ¨ ` αnTp~vnq “~0.

Knowing T is linear, we can rewrite this as Tpα1~v1 ` ¨ ¨ ¨ ` αn~vnq “~0. Since KerpTq “
t~0u, the equation we started with is equivalent to the equation α1~v1 ` ¨ ¨ ¨ ` αn~vn “
~0. But we’re told t~v1, . . . ,~vnu is a linearly independent set, so the only solution to
this equation is the trivial solution αi “ 0. Therefore tTp~v1q, . . . , Tp~vnqu is a linearly
independent set.

P5.14 Consider an arbitrary vector ~w P W. Since T is surjective, there must exist a
vector ~v P V such that Tp~vq “ ~w. We know t~v1,~v2, . . . ,~vnu is a spanning set for V, so
it must be that ~v can be written as a linear combination of this set of vectors:

~v “ α1~v1 ` α2~v2 ` ¨ ¨ ¨ ` αn~vn.

Now apply the linear transformation T to both sides of this equation:

~w “ Tp~vq “ α1Tp~v1q ` α2Tp~v2q ` ¨ ¨ ¨ ` αnTp~vnq.
We’ve shown that an arbitrary vector ~w P W can be written as a linear combination
of the vectors Tp~v1q, Tp~v2q, . . . , Tp~vnq; therefore, the vector space W is spanned by
tTp~v1q, Tp~v2q, . . . , Tp~vnqu.
P5.15 Assume B doesn’t have full rank. Then there must exist a nonzero vector~y such
that B~y “ 0. Now multiply both sides of the equation AB “ 1 by the vector~y to obtain
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AB~y “ 1~y “ ~y. The left side of this equation is AB~y “ A~0 “ ~0, but the right side is
1~y “ ~y ‰~0, so we’ve arrived at a contradiction and B must have full rank.

For the second part of the question, we start from the equation AB “ 1 and
multiply both sides by B to obtain BAB “ B, which simplifies to pBA´ 1qB “ 0. We
can multiply this equation by any nonzero vector ~x P Rn and obtain pBA´1qB~x “~0.
Since we know B has full rank B~x ‰ 0, it must be that pBA´ 1q is the zero matrix.
Therefore BA “ 1.

Chapter 6 solutions

Answers to exercises
E6.1 a) ppλq “ pλ ´ 4q2; λ1 “ 4 (repeated). b) ppλq “ λ2 ´ 4λ ´ 5; λ1 “ 5 and
λ2 “ ´1. c) ppλq “ λ2 ´ 21; λ1 “

?
21, λ2 “ ´

?
21. d) ppλq “ λ2; λ1 “ 0 (repeated).

e) ppλq “ λ2´ 2λ` 1; λ1 “ 1 (repeated). E6.2 λ1 “ 1 with eigenvector~e1 “ p1, 1, 0qT
and λ2 “ 5 with eigenvectors ~e2 “ p´1, 1, 0qT and ~e3 “ p0, 0, 1qT. E6.6 α “ ´3 and
β “ 4. E6.7 p1, 1qT and p1,´2qT are eigenvectors of L. E6.8 detpAq “ 15, A´1 “»
–

1 ´ 4
5 ´ 11

3
0 1

5 ´ 1
3

0 0 1
3

fi
fl; detpBq “ xz, B´1 “

„
1
x 0

´ y
xz

1
z


; detpCq “ 1, C´1 “

”
5 0
0 1

5

ı
. E6.9 No.

E6.10 a) A is upper triangular and positive definite. b) B is orthogonal and normal.
Specifically, B is a rotation. c) C is symmetric, orthogonal, and normal. Also, C is a
reflection and a permutation. E6.11

 
e1 “

“
1 0
0 0

‰
, e2 “

“
0 1
0 0

‰
, e3 “

“
0 0
0 1

‰(
. E6.12 Yes.

E6.14 }P0} “
?

2, }P1} “
?

6
3 , and dpP0, P1q “ 2

?
6

3 . E6.15 ~e1 “ p4, 2q, ~e2 “ p´1, 2q.
E6.16 ê1 “ p 1?

2
, 1?

2
, 0q, ê2 “ p 1?

6
,´ 1?

6
, 2?

6
q, and ê3 “ p´ 1?

3
, 1?

3
, 1?

3
q. E6.17 ê1 “ 1,

ê2 “
?

12px ´ 1
2 q, and ê3 “ 6

?
5px2 ´ x ` 1

6 q. E6.18 Q “

»
——–

1?
2

1?
6

´ 1?
3

1?
2

´ 1?
6

1?
3

0 2?
6

1?
3

fi
ffiffifl,

and R “

»
——–

?
2 1?

2
1?
2

0 3?
6

1?
6

0 0 2?
3

fi
ffiffifl. E6.19 a) ´1` i; b) ´14` 23i; c) 1

25 p26` 7iq. E6.20

λ1 “ i with ~e1 “ p´ 1
2`i , 1qT and λ2 “ ´i with ~e2 “ p´ 1

2´i , 1qT. E6.21 r1sF B “
1
4

«
1 1 1 1
1 i ´1 ´i
1 ´1 1 ´1
1 ´i ´1 i

ff
. E6.22 No.

Solutions to selected exercises
E6.2 The characteristic polynomial is pApλq “ λ3 ´ 11λ2 ` 35λ´ 25 “ pλ´ 1qpλ´
5q2. The eigenvalues of A are λ1 “ 1 and the repeated eigenvalue λ2 “ 5. To find
eigenvectors that correspond to λ1, we must find the null space of the matrix pA´1q.
We find the eigenvector ~e1 “ p1, 1, 0qT. For λ2 “ 5 we find ~e2 “ p´1, 1, 0qT and
~e3 “ p0, 0, 1qT.
E6.3 Let ~e1 be the eigenvector associated with λ1 and ~e2 be the λ2 eigenvector. We
want to show that the linear independence equation α1~e1 ` α2~e2 “ ~0 has only the
trivial solution; pα1, α2q “ p0, 0q. Multiplying the linear independence equation by A
gives us

Apα1~e1 ` α2~e2q “ α1λ1~e1 ` α2λ2~e2 “~0.
Separately, multiply the linear independence equation by λ1 to obtain

λ1pα1~e1 ` α2~e2q “ λ1α1~e1 ` λ1α2~e2 “~0.
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Subtracting the latter two equations, we find

0~e1 ` α2pλ2 ´ λ1q~e2 “ α2pλ2 ´ λ1q~e2 “~0.

Since λ2 ´ λ1 ‰ 0 and~e2 ‰~0, it must be that α2 “ 0. But if α2 “ 0, then the equation

α1~e1 `��>
0

α2~e2 “ ~0 and~e1 ‰ ~0 implies α1 “ 0; thus we’ve shown pα1, α2q “ p0, 0q is the
only solution. Therefore, t~e1,~e2u is a linearly independent set.

E6.4 Multiply both sides of the eigenvalue equation A~eλ “ λ~eλ by A to obtain AA~eλ “
λA~eλ “ λ2~eλ. Thus λ2 is an eigenvalue of A2.

E6.5 Multiply both sides of the eigenvalue equation A~eλ “ λ~eλ by A´1 to obtain
A´1 A~eλ “ λA´1~eλ. After A´1 cancels with A, we’re left with the equation ~eλ “
λA´1~eλ. Dividing both sides of the equation by λ we obtain 1

λ~eλ “ A´1~eλ, which
shows that λ´1 is an eigenvalue of A´1.

E6.6 The characteristic polynomial of A is pApλq “ x2´ βx´ α. If we want the eigen-
values of A to be 1 and 3, we must choose α and β so that pApλq “ pλ´ 1qpλ´ 3q.
Expanding the factored expression, we find pλ´ 1qpλ´ 3q “ λ2 ´ 4λ` 3, so α “ ´3
and β “ 4.

E6.7 First we compute Lp1, 1qT “ p5, 5qT “ 5p1, 1qT so p1, 1qT is an eigenvector, with
eigenvalue λ “ 5. Next we compute Lp1,´1qT “ p1, 3qT ‰ αp1,´1qT so p1,´1qT is
not an eigenvector. We can also compute Lp1,´2qT “ p´1, 2qT “ ´1p1,´2qT, which
implies p1,´2qT is an eigenvector with eigenvalue ´1. Since a 2ˆ 2 matrix can have
at most two eigenvectors, we don’t need to check p2,´1qT since we know it’s not an
eigenvector.

E6.9 A matrix A is symmetic if it satisfies AT “ A, which is not the case for the given
matrix.

E6.11 First of all we must determine dimensionality of the vector space in question.
The general vector space of 2ˆ 2 matrices has four dimensions, but an upper triangu-
lar matrix A satisfies aij “ 0 for all i ą j, which corresponds to the constraint a21 “ 0.
The space of 2ˆ2 upper triangular matrices is a subspace of a four-dimensional vector
space defined by one constraint; therefore it is three-dimensional. Any matrix

“
a b
0 c

‰

can be written as ae1 ` be2 ` ce3.

E6.12 Consider an arbitrary second-degree polynomial ppxq “ a0 ` a1x` a2x2. We
can rewrite it as

ppxq “ a0 ` a1rpx´ 1q ` 1s ` a2rpx´ 1q ` 1s2
“ a0 ` a1px´ 1q ` a1 ` a2rpx´ 1q2 ` 2px´ 1q ` 1s
“ pa0 ` a1 ` a2q1` pa1 ` 2a2qpx´ 1q ` a2px´ 1q2.

Since we’ve expressed an arbitrary polynomial of degree two in the desired form, the
answer is yes. In other words, t1, x ´ 1, px ´ 1q2u is a basis for the vector space of
polynomials of degree at most two.

E6.13 First we compute xe1, e2y “ 0, xe1, e3y “ 0, and xe2, e3y “ 0 to show the el-
ements of the basis are orthogonal. Then compute xe1, e1y “ 1, xe2, e2y “ 1, and
xe3, e3y “ 1 to show the elements have norm one. The set

 
e1, e2, e3

(
is orthonormal.

E6.15 The exercise does not require us to normalize the vectors, so we can leave the
first vector as-is: ~v1 “ ~e1 “ p4, 2q. Next, we calculate ~e2 using the formula ~e2 “
~v2 ´ Π~e1

p~v2q, which corresponds to removing the component of ~v2 that lies in the

direction of ~e1. Using the projection formula we obtain Π~e1
p~v2q ” p4,2q¨p1,3q

}p4,2q}2 p4, 2q “
4`6

16`4 p4, 2q “ 1
2 p4, 2q “ p2, 1q. Thus~e2 “ ~v2´Π~e1

p~v2q “ p1, 3q´ p2, 1q “ p´1, 2q. Verify
that~e1 ¨~e2 “ 0.
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E6.17 We’re given the functions f1 “ 1, f2 “ x, and f3 “ x2 and we want to transform
them into an orthonormal set tê1, ê2, ê3u. Since }f1} “ 1, we set ê1 “ f1. Next we
find e2 “ f2 ´ xf2, ê1yê1 “ x´ 1

2 . After normalization we obtain ê2 “
?

12px´ 1
2 q.

Continuing with the Gram–Schmidt procedure, we compute e3 “ f3 ´ xf3, ê1yê1 ´
xf3, ê2yê2 “ x2 ´ 1

3 ´
?

3
6

?
12px´ 1

2 q and find ê3 “ 6
?

5px2 ´ x` 1
6 q.

E6.20 The characteristic polynomial is pBpλq “
∣∣∣´2´λ ´1

5 2´λ

∣∣∣ “ λ2` 1. The roots of the
characteristic polynomial are λ1 “ i and λ2 “ ´i. To find the eigenvector associated
with the eigenvalue λ1 “ i, we calculate N pB´ i1q. We obtain the eigenvector ~e1 “
p´ 1

2`i , 1qT. Similarly we calculate N pB` i1q and find~e2 “ p´ 1
2´i , 1qT, which is the

eigenvector associated with λ2 “ ´i.
E6.21 First we find the inverse change of basis r1sB F with columns that are the vectors
of the Fourier basis F. We then compute its inverse to find r1sF B “ p r1sB Fq´1 “
1
4

«
1 1 1 1
1 i ´1 ´i
1 ´1 1 ´1
1 ´i ´1 i

ff
.

E6.22 A matrix A is Hermitian if it satisfies A: “ A, which is not the case for the
given matrix.

Answers to problems
P6.1 a) λ1 “ 6, λ2 “ ´1; b) λ1 “ ´2, λ2 “ 2, λ3 “ 0. P6.2 a) λ1 “ 5, λ2 “ 4;
b) λ1 “ 1

2 p5`
ap5qq, λ2 “ 1

2 p5´
ap5qq; c) λ1 “ 3, λ2 “ 0, λ3 “ 0; d) λ1 “ ´3,

λ2 “ ´1, λ3 “ 1. P6.3 λ1 “ ϕ ” 1`?5
2 “ 1.6180339 . . .; λ2 “ ´ 1

ϕ “ 1´?5
2 “

´0.6180339 . . .. P6.4 λ1 “ ϕ and λ2 “ ´ 1
ϕ . P6.5 X “ Q´1 “

«
5`?5

10

?
5

5
5´?5

10 ´
?

5
5

ff
.

P6.6 a) λ1 “ 1, ~eλ1 “ p1, 1qT, λ2 “ ´1, ~eλ2 “ p1,´1qT; b) λ1 “ 3, ~eλ1 “ p1, 3, 9qT,

λ2 “ 2, ~eλ2 “ p1, 2, 4qT, λ3 “ ´1, ~eλ3 “ p1,´1, 1qT. P6.7 A10 “
”

2 2
5 ´1

ı10 “
”

765854 282722
706805 341771

ı
. P6.8 px8, y8, z8qT “ 1

6 px0 ` 4y0 ` z0, x0 ` 4y0 ` z0, x0 ` 4y0 ` z0qT.

P6.11 a) ´240; b) 900; c) ´1
30 ; d) 27

2 . P6.13 a) Yes; b) No; c) Yes. P6.16 Both are
right. P6.17 p2Oq´1 “ 1

2 OT. P6.18 Yes, pP2ptq, R,`, ¨q is a vector space. P6.19
No. P6.20 No. P6.21 a) No; b) Yes; c) Yes. P6.22 ~v “ p1, 0, 0, 1q. P6.23
V “ r1, 0, 0, 1s. P6.25 The subset of R2 that consists of the x- and y-axes. P6.26

The subset of the x-axis that corresponds to the integers Z. P6.27 MT “
” 0 0 0

0 0 0
0 0 1

ı
.

Eigenvalues: λ “ 1 with multiplicity one, and λ “ 0 with multiplicity two. P6.28 The
solution space is one-dimensional and spanned by the function e´t. P6.29

“ 3 1´1 3
‰
.

P6.30 D “
„ 0 1 0 0

0 0 2 0
0 0 0 3
0 0 0 0


. P6.31

!
e1 “

” 1 0 0
0 0 0
0 0 0

ı
, e2 “

” 0 0 0
0 1 0
0 0 0

ı
, e3 “

” 0 0 0
0 0 0
0 0 1

ı)
. P6.32 d “

6. P6.33 d “ 9. P6.34 λ1 “ ´2; e1 “
“´1 0

1 0

‰
. λ2 “ ´1; e2 “

“´2 1
1 0

‰
. λ3 “ 1

(repeated); e3 “
“

0 0
0 1

‰
and e4 “

“
2 3
1 0

‰
. P6.35 xL0pxq, L1pxqy “ 0, xL0pxq, L2pxqy “ 0,

and xL1pxq, L2pxqy “ 0. P6.36 a) 9; b) 3; c)
?

10. P6.39 ê1 “ p0, 1q, ê2 “ p´1, 0q.
P6.40 ê1 “ p 1?

2
, 1?

2
q, ê2 “ p´ 1?

2
, 1?

2
q. P6.41 ê1 “ p 3?

10
, 1?

10
q, ê2 “ p ´1?

10
, 3?

10
q.

P6.42 ê1 “ 1?
2

, ê2 “
b

3
2 x, and ê3 “

b
5
8 p3x2 ´ 1q. P6.43 A “ QΛQ´1 “

„
2 0 ´5
0 2 0
0 0 ´3


“

” 1 0 1
0 1 0
1 0 0

ı ”´3 0 0
0 2 0
0 0 2

ı „ 0 0 1
0 1 0
1 0 ´1


. P6.44 a) 5; b) 2` 3i; c) 2` 5i; d)

?
26. P6.45 A` B “

“ 4 2
8`3i ´5`3i

‰
; CB “

„
3`8i 2´i
45`3i ´33`31i
16´4i 16`8i


; p2` iqB “

”
5 8´i

9`7i ´15`5i

ı
. P6.46 a) λ1 “ 2` i

and λ2 “ 2´ i; b) λ1 “ 3
?

3i and λ2 “ 3
?

3i; c) λ1 “ 2` 8i and λ2 “ 2´ 8i. P6.47
Q “ “´1`i 1`i

2 2

‰
, Λ “ “

0 0
0 2

‰
. P6.53 a) Yes; b) No; c) Yes; d) No; e) Yes; f) Yes.



545

Solutions to selected problems
P6.3 To find the eigenvalues of the matrix A we must find the roots of its characteristic
polynomial:

ppλq “ detpA´ λ1q “ det
ˆ„

1 1
1 0


´
„

λ 0
0 λ

˙
“ det

ˆ„
1´ λ 1

1 ´λ

˙
.

Using the determinant formula det
`“

a b
c d

‰˘ “ ad´ bc, we find the characteristic poly-
nomial of A is ppλq “ λ2 ´ λ´ 1. The eigenvalues of A are the roots λ1 and λ2 of
this equation, which we can find using the formula for solving quadratic equations
we saw in Section 1.6 (see page 30).

P6.4 The vector ~e1 is an eigenvector of A because A~e1 “
”

1 1
1 0

ı„ 1
1
ϕ


“

„
1` 1

ϕ

1


. Now

observe the following interesting fact: 1
ϕ p1` 1

ϕ q “ 1
ϕ ` 1

ϕ2 “ ϕ`1
ϕ2 “ 1. This means

we can write A~e1 “
”

1 1
1 0

ı„ 1
1
ϕ


“ ϕ

„
1
1
ϕ


, which shows that ~e1 is an eigenvector of A

and it corresponds to eigenvalue λ1 “ ϕ. Similar reasoning shows A~e2 “ ´ 1
ϕ~e2 so~e2

is an eigenvector of A that corresponds to eigenvalue λ2 “ ´ 1
ϕ .

P6.5 The eigendecomposition of matrix A is A “ QΛQ´1. The unknown matrix X is

the inverse matrix of the matrix Q “
”

1 1
1
ϕ ´ϕ

ı
“

„ 1 1

2
1`?5

´ 1`?5
2


. To find Q´1 we can

start from the array r Q | 1 s and perform row operations until we obtain r 1 | Q´1 s.
P6.6 First we obtain the characteristic polynomial pApλq “

∣∣∣´λ 1
1 ´λ

∣∣∣ “ λ2 ´ 1. The
eigenvalues of A are λ1 “ 1 and λ2 “ ´1. To find the eigenvector that corresponds to
λ1 “ 1, we must solve the null space problem pA´ 1q~v “~0. We start from pA´ 1q “”´1 1

1 ´1

ı
and after two row operations find the reduced row echelon form

“ 1 ´1
0 0

‰
. The

second column is a free variable, which we’ll call s, and we find the solution to the
null space problem is

“ x
y
‰ “ r s

s s. The λ “ 1 eigenspace is spanned by the eigenvector
~eλ1 “ p1, 1qT. The procedure for finding the λ2 eigenvector is similar.

P6.7 First we decompose A as the product of three matrices A “ QΛQ´1, where Q
is a matrix of eigenvectors, and Λ contains the eigenvalues of A. A “

”
2 2
5 ´1

ı
“

”´2 1
5 1

ı”´3 0
0 4

ı”´1{7 1{7
5{7 2{7

ı
. Since the matrix Λ is diagonal, we can compute its 10th

power: Λ10 “
”

59049 0
0 1048576

ı
. Thus the calculation of A10 is

A10 “
„´2 1

5 1

 „
59049 0

0 1048576

 „´1
7

1
7

5
7

2
7


“

„
765854 282722
706805 341771


.

P6.8 The eigenvalues of M are 1
4 , 1

2 , and 1, and its eigendecomposition is M “ QΛQ´1.
We can compute px8, y8, z8qT using M8px0, y0, z0qT. To compute M8, we can com-
pute Λ8. The 1

4 and 1
2 eigenspaces will disappear, leaving us only with the subspace

of the eigenvalue 1. M8 “ QΛ8Q´1, and each row of this matrix has the form
r 1

6 , 4
6 , 1

6 s. See bit.ly/eigenex001 for the details.

P6.9 The characteristic polynomial of the matrix has degree n, and an nth-degree poly-
nomial has at most n distinct roots.

P6.10 If T is invertible, then T is bijective and there is a one-to-one correspondence
between every input vector~v in the domain of T and some vector ~w in the image space
of T. Since T is invertible, the equation Tp~vq “~0 is satisfied by the unique vector~v “~0
so λ “ 0 is not an eigenvalue of T. To show the other direction, observe that if λ “ 0

http://bit.ly/eigenex001
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is an eigenvalue of T there must exist a vector ~e ‰ 0 such that Tp~eq “ 0~e “ ~0. Since
Sp~0q “ ~0 for all linear maps, it is impossible to construct a map S that can take~0 to~e
as required for the inverse of T. Therefore T´1 doesn’t exist.
P6.11 Use the facts that TrpAq “ λ1 ` λ2 ` λ3 and detpAq “ λ1λ2λ3, and the proper-
ties of trace and determinant (page 132) to compute the expressions.
P6.12 If A is a diagonal matrix, we have Aij “ 0 “ Aji when i ‰ j. Therefore diagonal
matrices are symmetric.
P6.13 To check whether the matrix is orthogonal, check whether the transpose of the
matrix is its inverse so that OTO “ 1.
P6.14 If M is normal, we can write it as M “ OΛOT, where O is orthogonal and Λ is
diagonal. We can compute M raised to the power k as follows: Mk “ OΛOTOΛOT ¨ ¨ ¨OΛOT “
OΛkOT, since the inner Os cancel with the OTs. We see CpMq “ CpOq “ CpMkq and
N pMq “ N pOTq “ N pMkq.
P6.15 Show this directly: ~uTpA` Bq~u “ ~uTA~u`~uTB~u ě 0, for all ~u.
P6.16 An orthogonal matrix O satisfies both OTO “ 1 and OOT “ 1.
P6.17 We’re looking for a matrix B such that B2O “ 1. Since O is orthogonal, we
know OOT “ OTO “ 1, so the inverse matrix B is 1

2 OT.
P6.18 This isn’t a difficult question; you just need to go through the motions.
P6.19 A vector space would obey 0 ¨ pa1, a2q “ p0, 0q (the zero vector), but we have
0 ¨ pa1, a2q “ p0, a2q ‰ p0, 0q, so pV, R,`, ¨q is not a vector space.
P6.20 The vector addition operation is not associative: we have ppa1, a2q ` pb1, b2qq `
pc1, c2q “ pa1 ` 2b1 ` 2c1, a2 ` 3b2 ` 3c2q but pa1, a2q ` ppb1, b2q ` pc1, c2qq “ pa1 `
2b1 ` 4c1, a2 ` 3b2 ` 9c2q.
P6.21 A subspace of R3 must be closed under addition and scalar multiplication, and
must contain the zero element.
P6.24 Start with two arbitrary elements of P2ptq—like p “ a0 ` a1t` a2t2 and q “
b0 ` b1t` b2t2— and show that P2ptq is closed under addition and scalar multiplica-
tion.
P6.25 Consider the union of the points of the x-axis and the y-axis. Computing the
sum of vectors taken from different axes results in a vector between the axes, which
exists outside the subset. Therefore, the subset is not closed under addition, and is
therefore not a vector subspace.
P6.26 The integers are closed under addition: m` n P Z for all m, n P Z. However,
choosing a non-integer scaling factor α will result in αm R Z.
P6.27 Given an arbitrary input ~v “ v0 ` v1x ` v2x2, the effect of T is to select the
quadratic term, so it corresponds to a projection matrix onto the third dimension. The
eigenvalue λ “ 1 corresponds to the subspace spanned by p0, 0, 1q. The eigenvalue
λ “ 0 corresponds to the two-dimensional subspace spanned by p1, 0, 0q and p0, 1, 0q.
P6.28 The solutions to the differential equation f 1ptq` f ptq “ 0 are of the form f ptq “
Ce´t, where C is an arbitrary constant. Since any solution in the solution space can
be written as a multiple of the function e´t, we say the solution space is spanned by
e´t. Since one function is sufficient to span the solution space, the solution space is
one-dimensional.
P6.29 We apply L to both e2x cos x and e2x sin x to obtain

Lpe2x cos xq “ 2e2x cos x´ e2x sin x` e2x cos x “ 3e2x cos x´ e2x sin x

Lpe2x sin xq “ 2e2x sin x` e2x cos x` e2x sin x “ e2x cos x` 3e2x sin x.

The first output corresponds to the vector p3,´1qT with respect to the basis te2x cos x, e2x sin xu.
The second output corresponds to the vector p1, 3qT with respect to this basis. These
vectors are columns of the matrix representing L. Thus, the matrix representing L
with respect to the given basis is

“ 3 1´1 3
‰
.
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P6.31 First of all we must determine dimensionality of the vector space in question.
The general vector space of 3ˆ 3 matrices has nine dimensions, but a diagonal matrix
A satisfies aij “ 0 for all i ‰ j, which corresponds to the following six constraints:
ta12 “ 0, a13 “ 0, a21 “ 0, a23 “ 0, a31 “ 0, a32 “ 0u. The space of diagonal matrices
is a subspace of a nine-dimensional vector space defined by six constraints; therefore
it is three-dimensional. The answer given is the standard basis. Other answers are
possible: any set of three vectors that span the same space would do.

P6.32 A matrix A P R3ˆ3 is symmetric if and only if AT “ A. This means we can
pick the entries on the diagonal arbitrarily, but the symmetry requirement leads to the
constraints a12 “ a21, a13 “ a31, and a23 “ a32. Thus the space of 3ˆ 3 symmetric
matrices is six-dimensional.

P6.33 A Hermitian matrix H is a matrix with complex coefficients that satisfies H “
H:, or equivalently hij “ hji , for all i, j. A priori the space of 3ˆ 3 matrices with
complex coefficients is 18-dimensional, for the real and imaginary parts of each of the
nine coefficients. The Hermitian property imposes the following constraints. First,
diagonal elements must be real if we want hii “ hii to be true, which introduces three
constraints. Second, once we pick the real and imaginary parts of an off-diagonal
element aij, we’re forced to choose aji “ aij, leading to six more constraints. Thus, the
vector space of 3ˆ 3 Hermitian matrices is 18´ 3´ 6 “ 9-dimensional.

P6.36 a) Using linearity: x~v1, 2~v2 ` 3~v3y “ 2x~v1,~v2y ` 3x~v1,~v3y “ 6` 3 “ 9.
b) Using linearity in both entries: x2~v1´~v2,~v1`~v3y “ 2x~v1,~v1y`2x~v1,~v3y´x~v2,~v1y´
x~v2,~v3y “ 2x~v1,~v1y ` 2x~v1,~v3y ´ x~v1,~v2y ´ x~v2,~v3y “ 2` 2´ 3` 2 “ 3.

c) We start with 13 “ x~v2,~v1`~v2y “ x~v2,~v1y`x~v2,~v2y, and since we know x~v1,~v2y “
3, we obtain 3` }~v2}2 “ 13, so }~v2}2 “ 10 and }~v2} “

?
10.

P6.37 If v “ 0, then the inequality holds trivially. If v ‰ 0, we can start from the
following, which holds for any c P C:

0 ď xu´ cv, u´ cvy
“ xu, u´ cvy ´ cxv, u´ cvy
“ xu, uy ´ cxu, vy ´ cxv, uy ` |c|2xv, vy.

This is true in particular when c “ xu,vy
xv,vy , so we continue:

0 ď xu, uy ´ xu, vyxu, vy
xv, vy ´ xu, vyxu, vy

xv, vy ` |xu, vy|2xv, vy
xv, vy2

0 ď xu, uy ´ |xu, vy|2
xv, vy ´

�
�
��|xu, vy|2

xv, vy `
�
�
��|xu, vy|2

xv, vy
0 ď xu, uy ´ |xu, vy|2

xv, vy
0 ď xu, uyxv, vy ´ |xu, vy|2,

from which we conclude |xu, vy|2 ď ‖u‖2‖v‖2. Taking the square root on both sides of
this inequality, we obtain the statement of the Cauchy–Schwarz inequality, |xu, vy| ď
‖u‖‖v‖.

P6.38 We proceed using the following chain of inequalities:

‖u` v‖2 “ xu` v, u` vy
“ xu, uy ` xu, vy ` xv, uy ` xv, vy
ď ‖u‖2 ` 2xu, vy ` ‖v‖2

ď ‖u‖2 ` 2‖u‖‖v‖` ‖v‖2

“ p‖u‖` ‖v‖q2.



548 ANSWERS AND SOLUTIONS

Therefore we obtain the equation ‖u` v‖2 ď p‖u‖` ‖v‖q2, and since ‖u‖ and ‖v‖
are nonnegative numbers, we can take the square root on both sides of the inequality
to obtain ‖u` v‖ ď ‖u‖` ‖v‖.

P6.39 This is a trick question: we don’t really need to perform the Gram–Schmidt
procedure since ~v2 is already perpendicular to ~v1 and both vectors have length one.

P6.40 We’re given the vectors ~v1 “ p1, 1q and ~v2 “ p0, 1q and want to perform the
Gram–Schmidt procedure. We pick~e1 “ ~v1 “ p1, 1q, and after normalization we have
ê1 “ p 1?

2
, 1?

2
q. Next we compute ~e2 “ ~v2 ´Πê1 p~v2q “ ~v2 ´ pê1 ¨~v2qê1 “ p´1

2 , 1
2 q.

Normalizing~e2 we obtain ê2 “ p´ 1?
2

, 1?
2
q.

P6.41 Let ~v1 “ p3, 1q and ~v2 “ p´1, 1q. We start by identifying~e1 “ ~v1, then perform
Gram–Schmidt process to find~e2 from ~v2:

~e2 “ ~v2 ´Πê1p~v2qê1 “ ~v2 ´
ˆ
~e1

}~e1} ¨~v2

˙
~e1

}~e1} “
ˆ´2

5
,

6
5

˙
.

Now we have two orthogonal vectors and we can normalize them to make them unit
vectors. We obtain the vectors p 3?

10
, 1?

10
q and p ´1?

10
, 3?

10
q, which form an orthogonal

basis.

P6.43 First find the eigenvalues of the matrix. Then find an eigenvector for each eigen-
value and construct a matrix Q composed of the three eigenvectors. Compute Q´1

and write the eigendecomposition as A “ QΛQ´1.

P6.44 a)
?

32 ` 42 “ 5. b) Complex conjugation changes the sign of the imaginary
part: 2´ 3i “ 2` 3i. c) 3i´ 1` 3` 2i “ 2` 5i. d) |3i´ 4i´ 5| “ | ´ 5´ i| “ ?26.

P6.47 The characteristic polynomial of A is pApλq “ λ2´ 2λ “ λpλ´ 2q, so the eigen-
values are 0 and 2. The eigenvector for λ “ 0 is~e0 “ p´1` i, 2qT. The eigenvector for
λ “ 2 is~e2 “ p1` i, 2qT. As A has two one-dimensional eigenspaces, an eigenbasis is
given by tp´1` i, 2qT, p1` i, 2qTu. So A is diagonalizable with Q “ “´1`i 1`i

2 2

‰
and

Λ “ “
0 0
0 2

‰
.

P6.48 Observe P2pxq is three-dimensional; therefore, if Ba is a linearly independent
set, then it is a basis as it has three elements. If ap1` ixq` bp1` x` ix2q` cp1` 2ixq “
0 then pa` b` cq1` pia` b` 2icqx ` ibx2 “ 0. But the standard basis of P2pxq is
linearly independent, so we must have a` b` c “ 0, ia` b` 2ic “ 0, and ib “ 0. The
last equation implies b “ 0, and the first two imply both a and c are zero. As the only
linear combination of distinct elements of Ba which sums to zero is the trivial sum, Ba
is linearly independent.

P6.49 Computing the determinant of A´ λ1, we obtain pApλq “ λ2 ´ λ pa` dq `
ad ´ bc. We obtain the condition by computing the discriminant of this quadratic
equation.

P6.50 Since M is normal, we can write it as M “ UΛU:, where U is a unitary matrix
and Λ is diagonal. Taking the transpose of this equation we find M: “ pUΛU:q: “
UΛ:U:. Thus, CpMq “ CpUq “ CpM:q.
P6.51 If A is Hermitian, we know A: “ A. Now suppose ~e is an eigenvector of A
associated with a nonzero eigenvalue λ. The eigenvalue equation is A~e “ λ~e. Taking
the Hermitian transpose of both sides of the eigenvalue equation, we obtain pA~eq: “
~e :A: “ ~e :A “ λ~e :. Now suppose we multiply the eigenvalue equation by ~e : from
the left. We obtain ~e :A~e “ λ~e :~e “ λ}~e}2. We can also interpret the triple product
~e :A~e as p~e :Aq~e. We know the expression in the brackets equals λ~e :, and overall we
have p~e :Aq~e “ λ~e :~e “ λ}~e}2. We’ve thus obtained the equation λ}~e}2 “ λ}~e}2. Since
}~e}2 ‰ 0, it must be that λ “ λ, which means λ is real. The realness of Hermitian
eigenvalues is a useful property used in quantum physics. To ensure the energy of
a physical system can be expressed as a real number, physicists require that energy
operators be Hermitian matrices.
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P6.52 Assume~e is an eigenvector associated with a nonzero eigenvalue λ of a unitary
matrix U. The eigenvalue equation tells us U~e “ λ~e. Computing the squared length of
both sides of this equation, we find }U~e}2 “ ~e :U:U~e “ ~e :1~e “ ~e :~e “ }~e}2 for the left
side, and }λ~e}2 “ ~e :λλ~e “ |λ|2}~e}2 for the right side. Combining these results leads
us to the equation }~e}2 “ |λ|2}~e}2; and since }~e}2 ‰ 0, this means |λ|2 “ 1, which
implies |λ| “ 1.

P6.53 To prove a matrix is nilpotent, you can compute its powers A2, A3, A4, . . . to see
if you obtain the zero matrix. To prove a matrix is not nilpotent, you can show it has
a nonzero eigenvalue.
a) This matrix is nilpotent because its square is the zero matrix.
b) The matrix is not nilpotent because its characteristic polynomial ppλq “ λ2´ 6λ`

8 has a nonzero root.
c) This matrix is nilpotent because it squares to the zero matrix.
d) The matrix is not nilpotent because it has nonzero eigenvalues.
e) Yes; the cube of this matrix is the zero matrix.
f) Yes; the square of this matrix is the zero matrix.

P6.54 The key fact we need to remember is that the eigenvectors of normal matrices
form a full basis. Since M is normal, it can be diagonalized: M “ QΛQ´1. The
“square-root of M” operator is obtained by taking the square root of the eigenvalues
matrix:

?
M “ Q

?
ΛQ´1.

Chapter 7 solutions

Answers to exercises
E7.1 4Al`3O2 Ñ 2Al2O3. E7.2 FepOHq3`3HCl Ñ FeCl3`3H2O. E7.3 xa “ 106.3
tons, xb “ 281.2 tons, and xc “ 352.8 tons. E7.4 `10´ R1 I2 ` 5´ R3 I3 ´ 20 “ 0. No,
because the three KVL equations are not linearly independent. E7.5 See solution.

E7.6 a) A “
” 0 1 0

0 0 1
1 1 0

ı
; b) A “

” 0 1 0
0 1 1
0 0 0

ı
; c) A “

” 0 1 1
1 0 1
1 1 0

ı
. E7.7 a) 1; b) 1; c) 2. E7.8

limnÑ8
an`1

an
“ λ1 “ ϕ “ 1`?5

2 . E7.9 aN “ 1?
5

´
1`?5

2

¯N ´ 1?
5

´
1´?5

2

¯N
. E7.10

hpxq “ 0.52x. E7.11 y “ 4´ x. E7.12 Spm˚q “ 4704.63. E7.13 Sp~m1˚q “ 433.54.
E7.14 ~c “ 1100 1111 0100 1110. E7.15 ~c “ ~xG “ p1, 0, 1, 0, 1, 0, 1q. E7.16 G “„ 1 0 0 0 1

0 1 0 0 1
0 0 1 0 1
0 0 0 1 1


.

Solutions to selected exercises
E7.3 See http://bit.ly/vegonomics for the calculation steps.

E7.4 This exercise shows how the abstract notion of linear independence applies to
electric circuits. We must choose the KVL equations that describe the current flowing
in linearly independent loops. There are three loops in the circuit from which we can
obtain KVL equations: the left inner loop, the right inner loop, and the perimeter of
the circuit as a whole. The KVM equation for the outer loop is a linear combination of
the KVL equations of the two inner loops.

E7.5 The KVL equation for the clockwise loop starting at junction A is V1 ´ R2 I2 ´
R1 I1 “ 0. The KVL equation starting at B is ´R3 I3 ` V2 ´ R4 I4 ` R2 I2 “ 0. The
equation for the loop starting at C is V3 ´ R5 I5 ` R4 I4 “ 0. Observe the voltage
drop across R2 and R4 appears as gains and drops in the KVL equations. The KCL
equation for junction B is I1 “ I2 ` I3 and that for C is I3 “ I4 ` I5. After combining

http://bit.ly/vegonomics
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the equations and performing some simplifications, we obtain the matrix equation

R~I “ ~V, where R “
»
—–

R1 R2 0 0 0
0 ´R2 R3 R4 0
0 0 0 ´R4 R5
1 ´1 ´1 0 0
0 0 1 ´1 ´1

fi
ffifl.

E7.6 The ith row of the adjacency matrix contains the information about the outgoing
edges for vertex i in the graph. If the edge pi, jq exists, then Aij “ 1, otherwise Aij “ 0.

E7.8 Since |λ2| ă 1, as n increases the number λ2
2 tends to zero, and only the effects of

λn
1 remain. The ratio an`1

an
approaches λ1 as n Ñ8.

E7.9 Compute the product QΛN Q´1 in the order pQΛNqQ´1. Note we’re only inter-

ested in the bottom left entry of this matrix. We obtain the formula aN “ 5`?5
10

´
1`?5

2

¯N´1`
5´?5

10

´
1´?5

2

¯N´1
, which we can simplify to obtain aN “ ϕn´p´ϕq´n?

5
.

E7.10 The data you’re given consists of pairs pai , biq, where ai is the total number of
flips in the trial and bi is the number of heads. We represent the data as a matrix
of flip counts A P R5ˆ1 and a vector of heads counts ~b P R5. Applying the stan-
dard approach for finding the Moore–Penrose inverse, we find pA1TA1q´1 “ r 1

3520 s.
Next we find the least squares approximate solution to A~m “ ~b by computing ~m “
pA1TA1q´1 AT~b “ r0.52s. The slope of the line of best fit is 0.52.

E7.11 The dataset consists of a matrix of inputs x, A “ p0, 1, 2qT, and a vector of
outputs y, ~b “ p3.9, 3.2, 1.9qT. Since we’re interested in fitting an affine model y “
b`mx, we must augment the matrix A with a column of ones to obtain A1, and then
compute A1TA1 and its inverse:

A1 “
” 1 0

1 1
1 2

ı
, A1TA1 “

”
3 3
3 5

ı
ñ pA1TA1q´1 “

„
5
6 ´ 1

2
´ 1

2
1
2


.

We can now compute the Moore–Penrose pseudoinverse A1` and obtain the approx-
imate solution as follows:

A1` “ pA1TA1q´1 A1T “
„

5
6

1
3 ´ 1

6
´ 1

2 0 1
2


ñ A1 ~̀b “ “ 4´1

‰
.

Thus the best-fitting affine model for the dataset is y “ 4´ x.

E7.16 The procedure for encoding each four-bit message ~x “ x1x2x3x4 into a five-bit
codeword ~c “ c1c2c3c4c5 is as follows: set ci “ xi for the first four bits, and set the
fifth bit to c5 “ x1 ` x2 ` x3 ` x4.

E7.17 To find the inner product xe1pxq, e2pxqy, we must compute the integral
şL

0 sinp π
L xq sinp 2π

L xq dx.
Change variables to y “ π

L x to simplify. The integral becomes xe1pxq, e2pxqy “
k
şπ

0 sinpyq sinp2yq dy, where k “ L
π . Using the double-angle formula, we find sinpyq sinp2yq “

sinpyq2 sinpyq cospyq “ 2 sin2pyq cospyq. Next, use the substitution u “ sinpyq, du “
cospyqdy to obtain 2k

ş
sin2pyq cospyq dy “ 2k

ş
u2du “ 2k

3

“
u3‰ “ 2k

3 sin3pyq. Finally,
evaluating the expression at the endpoints, we find xe1pxq, e2pxqy “ 2k

3

“
sin3pπq ´ sin3p0q‰ “

0. This confirms that e1pxq and e2pxq are orthogonal.

E7.18 The coefficient b0 corresponds to the basis function sinp 0π
T tq, which is zero

everywhere. Thus, the integral b0 “ 1
T
şT

0 f ptq sinp 2π0
T tq dt, always produces a zero

result b0 “ 0. On the other hand, the zero-frequency cos function is constant—
cosp 2π0

T tq “ 1—and the coefficient a0 “ 1
T
şT

0 f ptq1 dt corresponds to the average value
of the function f ptq on the interval r0, Ts.



551

Answers to problems
P7.1 C55H104O6 ` 78O2 Ñ 55CO2 ` 52H2O. P7.2 I1 “ 5[A] and I5 “ 20[A].
P7.3 y “ 1 ` 1

2 x. P7.4 ppxq “ 334 ` 1.001x; pp700q “ $1035. P7.5 qpxq “

174`1.69x´0.000558x2; qp700q “ $1084. P7.7 a) A “
»
–

0 1 0 0 1
1 0 1 1 0
0 1 0 1 0
0 0 1 0 1
1 0 0 1 0

fi
fl; b) A “

« 0 1 0 0 1
0 0 1 0 1
0 0 0 1 1
1 0 0 0 1
0 0 0 0 0

ff
;

c) A “
»
–

0 1 1 1 1
1 0 1 0 0
0 1 0 1 0
0 0 1 0 1
1 0 0 1 0

fi
fl. P7.8 a) 1; b) 1; c) 3. P7.9 a) ; b) .

P7.10 a)
” 1 0 0

0 1 0
0 0 1

ı
; b) M1 “

” 0 1 0
1 0 0
0 0 1

ı
; c) M2 “

„
1 0 0
0 ´1 0
0 0 1


; d) M3 “

„ cosp π
3 q ´ sinp π

3 q 0
sinp π

3 q cosp π
3 q 0

0 0 1


;

e) M4 “
„ cosp´ π

6 q ´ sinp´ π
6 q 0

sinp´ π
6 q cosp´ π

6 q 0
0 0 1


; f) M5 “

„
1 1

2 0
0 1 0
0 0 1


. P7.11 a)

” 1 0 0
0 1 0
0 0 1

ı
; b) M6 “

” 1 0 1
0 1 0
0 0 1

ı
;

c) M7 “
” 1 0 0

0 1 2
0 0 1

ı
; d) M8 “

” 1 0 1
0 1 2
0 0 1

ı
; e) M4 “

„ cosp´ π
6 q ´ sinp´ π

6 q 0
sinp´ π

6 q cosp´ π
6 q 0

0 0 1


; f) M9 “

„ cosp´ π
6 q ´ sinp´ π

6 q 0
sinp´ π

6 q cosp´ π
6 q 2

0 0 1


;

g) M10 “
„ cosp´ π

6 q ´ sinp´ π
6 q ´2 sinp´ π

6 q
sinp´ π

6 q cosp´ π
6 q 2 cosp´ π

6 q
0 0 1


. P7.12 P “

«
1 0 0
0 1 0
1 1

2 0

ff
; p1 “ p 2

5 , 6
5 q and

q1 “ p 3
4 , 1

2 q. P7.13 Alice sent ~m “ 01110011 01110101 01110000. After ASCII decoding
each byte of this binary string, we find it corresponds to the message “sup.” P7.15

f pωq “ σe´ σ2ω2
2 . P7.16 f pωq “ 1?

2π

2|a|
|a|2`ω2 . P7.17 Fourier transform of f 1ptq is

piωq f pωq.

Solutions to selected problems
P7.1 The reaction we’re studying is the burning of triglycerides. Read more about
that here: http://bmj.com/content/349/bmj.g7257.
P7.2 The KVL equation for the clockwise loop starting at junction B is V1 ´ R1 I1 ´
R2 I2 “ 0. The equation for the loop starting at C is ´R3 I3 ´ R4 I4 ` R2 I2 “ 0. The
equation starting at D is `R5 I5 ´ V2 ` R4 I4 “ 0. The KCL equation for junction C
is I1 “ I2 ` I3 and that for D is I3 ` I5 “ I4. After combining the equations, we

obtain the matrix equation R~I “ ~V, where ~V “
« 15

0
10
0
0

ff
and R “

»
—–

R1 R2 0 0 0
0 ´R2 R3 R4 0
0 0 0 ´R4 R5
1 ´1 ´1 0 0
0 0 1 ´1 1

fi
ffifl.

We get R “
»
–

1 1 0 0 0
0 ´1 4 2 0
0 0 0 ´2 2
1 ´1 ´1 0 0
0 0 1 ´1 1

fi
fl if we substitute the values provided. The solution is

~I “ p5, 10,´5, 15, 20qT.

P7.3 The dataset consists of a matrix of inputs x, A “ p0, 1, 2, 3qT, and a vector of
outputs y, ~b “ p0.9, 1.6, 2.1, 2.4qT. Since we’re interested in fitting an affine model
y “ b`mx, we must augment the matrix A with a column of ones to obtain A1, and
then compute A1TA1 and its inverse:

A1 “
„ 1 0

1 1
1 2
1 3


, A1TA1 “

”
4 6
6 14

ı
ñ pA1TA1q´1 “

„
7

10 ´ 3
10

´ 3
10

1
5


.

We can now compute the Moore–Penrose pseudoinverse A1` and obtain the approx-
imate solution as follows:

A1` “ pA1TA1q´1 A1T “
„

7
10

2
5

1
10 ´ 1

5
´ 3

10 ´ 1
10

1
10

3
10


ñ A1 ~̀b “

”
1
1
2

ı
.

Thus the best-fitting affine model for the dataset is y “ 1` 1
2 x.

http://www.bmj.com/content/349/bmj.g7257
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P7.4 This is a standard least squares problem with an affine model. Visit this link to
see the calculations, bit.ly/apt_rent_affine; and this link to see the graph of the
best-fitting affine model, bit.ly/apt_rent_fits.
P7.5 This is a least squares problem with a quadratic model. The solution was ob-
tained using SymPy. See bit.ly/apt_rent_quadratic for the details, and bit.ly/apt_rent_fits
for the graph of the best-fitting model.

P7.6 The matrix equation can be either consistent (D~x such that A~x “~b), or inconsis-
tent (E~x such that A~x “ ~b). If the matrix equation is consistent, then it either has a
unique solution ~x “ ~xp if N pAq “ t~0u, or an infinite solutions set ~x “ ~xp `N pAq
if N pAq is non-empty. If the matrix equation is inconsistent, we can still find a least
squares approximate solution.
P7.7 The ith row of the adjacency matrix contains the information of the outgoing
edges for vertex i in the graph. If the edge pi, jq exists, then Aij “ 1, otherwise Aij “ 0.
P7.9 The number of rows (columns) of the adjacency matrix tells us how many ver-
tices the graph contains. The ith row of the adjacency matrix contains the information
of the outgoing edges for vertex i in the graph. If you see Aij “ 1 then you must draw
the edge pi, jq in the graph.
P7.10 Your job is to recognize visually what type of transformation is acting in each
case, and then use the appropriate matrix formula from Chapter 5.
P7.11 Recall that the third column of homogeneous coordinates matrix representa-
tions serves to perform translations. Use the matrix product M7 M4 (first rotate then
translate) to obtain the answer to part (e). Use the matrix product M4 M7 (first trans-
late then rotate) to obtain the answer to part (f).
P7.12 See bit.ly/persp_proj_prob for the calculations.
P7.14 Decompose the formula for cn into a its real part and imaginary parts:

cn “ 1
T

ż T

0
f ptqe´i 2πn

T t dt

“ Re

#
1
T

ż T

0
f ptqe´i 2πn

T t dt

+
` Im

#
1
T

ż T

0
f ptqe´i 2πn

T t dt

+
i

“ 1
T

ż T

0
f ptqRe

!
e´i 2πn

T t
)

dt` 1
T

ż T

0
f ptqIm

!
e´i 2πn

T t
)

i dt

“ 1
T

ż T

0
f ptq cos

` 2πn
T t

˘
dt´ 1

T

ż T

0
f ptq sin

` 2πn
T t

˘
i dt.

We recognize the real part of cn as the cosine coefficients an of the Fourier series, and
the imaginary part of cn as the negative of the sine coefficients bn of the Fourier series:

Re tcnu “ Re

#
1
T

ż T

0
f ptqe´i 2πn

T t dt

+
“ 1

T

ż T

0
f ptq cos

` 2πn
T t

˘
dt “ an,

Im tcnu “ Im

#
1
T

ż T

0
f ptqe´i 2πn

T t dt

+
“ 1

T

ż T

0
f ptq sin

`´ 2πn
T t

˘
dt “ ´bn.

Thus we have shown cn “ an ´ ibn.
Using the simple definition of the coefficients cn above, the synthesis equation

for the complex Fourier transform is the somewhat awkward expression f ptq “ c0 `
1
2
ř8

n“1 e´i 2πn
T tcn ` 1

2
ř´1

n“´8 e´i 2πn
T tcn. Many textbooks describe complex Fourier

series in terms of the two-sided coefficients c1n, n P Z defined as

c10 “ c0,

c1n “ 1
2 cn “ 1

2 pan ´ ibnq for n ě 1,

c1n “ 1
2 c´n “ 1

2 pa´n ` ib´nq for n ď ´1.

http://bit.ly/apt_rent_affine
http://bit.ly/apt_rent_fits
http://bit.ly/apt_rent_quadratic
http://bit.ly/apt_rent_fits
https://bit.ly/persp_proj_prob
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Using the coefficients c1n, the synthesis equation for the complex Fourier series is the
simpler expression f ptq “ ř8

n“´8 e´i 2πn
T tc1n.

P7.15 This is a long calculation but straightforward if you write things clearly. The
key idea is to rewrite t2 ` 2σ2iωt in the form pt` hq2 ` k so that the constant term
k “ σ4ω2 can be removed from the integral.

f pωq “ 1?
2π

ż 8

´8
e´iωte´

t2

2σ2 dt “ 1?
2π

ż 8

´8
e´

1
2σ2 pt2`2σ2 iωtq dt

“ 1?
2π

ż 8

´8
e´

1
2σ2 prt`σ2 iωs2`σ4ω2qdt “ 1?

2π
e´ σ2ω2

2

ż 8

´8
e´

1
2σ2 prt`σ2 iωs2qdt

“ 1?
2π

e´ σ2ω2
2

ż 8

´8
e´

1
2σ2 pt1q2

dt1, letting t1 “ t` σ2iω

“ 1?
2π

e´ σ2ω2
2
?

2πσ “ σe´ σ2ω2
2 .

P7.16 We start from the definition f pωq “ 1?
2π

ş8
´8e´iωte´|at| dt. Next we rewrite

e´iωt as pcospωtq ´ i sinpωtqq and observe that sine is an odd function so this term
vanishes. The integral becomes f pωq “ 2?

2π

ş8
0 cospωtqe´|at| dt, which we can tackle

using integration by parts.

P7.17 Starting from the formula f ptq “ 1?
2π

ş8
´8 eiωt f pωq dω, take the derivative

with respect to t to obtain f 1ptq “ d
dt

ş́8
´8 eiωt f pωq dω

¯
“ ş8

´8eiωtpiωq f pωq dω “
piωq ş8´8eiωt f pωq dω. This means the Fourier transform of f 1ptq is piωq f pωq.

The Fourier transform converts differential equations involving f ptq into alge-
braic equations involving f pωq. For example, the Fourier transform of the second-
order differential equation α f 2ptq ` β f 1ptq ` γ f ptq “ 0 is a second-order (quadratic)
algebraic equation: αpiωq2 f pωq ` βpiωq f pωq ` γ f pωq “ 0. I encourage you to learn
more about differential equations from the web, or email me if you think I should
write a book on this topic.

Chapter 8 solutions

Answers to exercises
E8.1 a) No; weights don’t add to one. b) Yes. c) No; contains a negative number.
E8.2 µX “ 3.5, σ2

X “ 35
12 « 2.92. E8.3 B “ MT. E8.4 pX8 “

` 5
31 , 20

31 , 6
31

˘
. E8.5

pX8 “
´

34
61 , 14

61 , 13
61

¯
. E8.6 pX8 “ p0.2793, 0.1457, 0.2768, 0.02, 0.2781qT.

Solutions to selected exercises
E8.4 You can either use evec = M.eigenvects()[0][2][0] to extract the first eigen-
vector, or evec = (M-eye(3)).nullspace()[0], which is more efficient. To obtain a
probability distribution, normalize the eigenvector by dividing it by its 1-norm pinf
= evec/evec.norm(1).

E8.5 Use evec = (C-eye(3)).nullspace()[0] to extract the eigenvector for λ “ 1,
then normalize the vector by its 1-norm to make it a probability distribution pinf =

evec/evec.norm(1) =
´

34
61 , 14

61 , 13
61

¯
.

E8.6 You can see the solution at this URL: bit.ly/21GOUCe.

https://bit.ly/21GOUCe
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Answers to problems
P8.2 Prptheads, heads, heads, headsuq “ 1

16 . P8.4 EXrXs “ 1
p . P8.5 EXrWs “ $ 100

101 ă
$1. Not worth it. P8.6 EXr f pXqs “ $7

6 ą $1 so it’s worth playing this game. P8.8
pX1
“ p 1

2 , 1
2 qT, pX2

“ p 3
8 , 5

8 qT, pX8 “ p
1
3 , 2

3 qT. P8.9 pX8 “ p0.1721, 0.169, 0.245, 0.245, 0.169qT.

Solutions to selected problems
P8.1 Assume, for a contradiction, that p1 ą 1. We know from Kolmogorov’s axioms
that pi ě 0 for all i. Observe that

ř
i pi “ p1 ` p2 ` p3 ě p1 ą 1, which means the

vector pp1, p2, p3q is not a valid probability distribution. Therefore, it must be that
p1 ą 1 is false, and p1 ď 1 is true.

P8.2 Substitute p “ 1
2 and n “ 4 into the expression pn.

P8.3 The biased coin flip is modelled by a random variable Y, and different coin flips
correspond to random variables Y1, Y2, Y3, . . . which are independent copies of Y.
The probability of getting heads on the first flip is PNp1q “ PrptY1 “ headsuq “ p.
The probability of getting heads on the second flip corresponds to the event tY1 “
tailsu AND tY2 “ headsu. We assumed the coin flips are independent, so PNp2q “
p1´ pqp. Similarly PNp3q “ p1´ pq2 p. The general formula is PNpnq “ p1´ pqn´1 p.

P8.4 Starting from the definition, we write EXrXs “ ř8
x“0 xp1´ pqx´1 p. Using the

formula from the hint to compute the infinite summation, we obtain the answer EXrXs “
p
ř8

x“0 xp1´ pqx´1 “ p 1
p1´p1´pqq2 “

p
p2 “ 1

p .

P8.5 We’ll model each spin of the roulette wheel as a random variable X with sample
space tred, black, greenu and probability distribution pX “ p 50

101 , 50
101 , 1

101 q. When plac-
ing a bet on black, the payout is W “ $2 if the outcome is black, and zero for other out-
comes. The expected value of the payout is EXrWs “ 0 ¨ 50

101 ` $2 ¨ 50
101 ` 0 ¨ 1

101 “ $ 100
101 .

Since 100
101 ă 1, the house has an advantage, so the mathematician shouldn’t play.

P8.6 The payout function for this game is defined as follows:

f p q “ f p q “ f p q “ $0, f p q “ f p q “ $1, f p q “ $5.

The die is described by the distribution pX “ p 1
6 , 1

6 , 1
6 , 1

6 , 1
6 , 1

6 qT. The expected payout

is EXr f pXqs “ ř
x f pxq pXpxq “ $1`$1`$5

6 “ $7
6 “ $1.16. The expected payout is

greater than the cost to play, so you’ll win on average.

P8.7 Starting from varpXq ” ř
xpx´ µXq2 pXpxq and expanding the bracket, we obtainř

x
`
x2 pXpxq ´ 2xµX pXpxq ` µ2

X
pXpxq

˘
. Since

ř
x x pXpxq “ µX and

ř
x pXpxq “ 1, this

variance expression simplifies to
ř

x x2 pXpxq ´ µ2
X

. An analogous equations relating

the moments of inertia of solids exists in physics: Icm “ I ´md2. This is known as
the parallel axis theorem and states that the moment of inertia of a solid around its
centre of mass is equal to its moment of inertia around a different parallel axis, minus
a factor md2 proportional to the mass of the object and the squared distance of the axis
to the centre of mass.

P8.8 Define Xi to be the probability distribution of the weather in Year i. The transi-

tion matrix for the weather Markov chain is M “
„

1
2

1
4

1
2

3
4


. We obtain the weather in

Year 1 using pX1
“ Mp1, 0qT “ p 1

2 , 1
2 qT. The weather in Year 2 is pX2

“ M2p1, 0qT “
p 3

8 , 5
8 qT. The long term (stationary) distribution is pX8 “ M8p1, 0qT “ p 1

3 , 2
3 qT.
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P8.9 Construct M1 by counting the outbound links for each webpage, then mix in 0.9
of it with 0.1 of 1

5 J to obtain the Markov chain matrix M:

M1 “

»
———–

0 1
2 0 0 1

2
1
4 0 1

2 0 0
1
4

1
2 0 1

2 0
1
4 0 1

2 0 1
2

1
4 0 0 1

2 0

fi
ffiffiffifl, M2 “ 1

5
J5, M “

»
———–

1
50

47
100

1
50

1
50

47
100

49
200

1
50

47
100

1
50

1
50

49
200

47
100

1
50

47
100

1
50

49
200

1
50

47
100

1
50

47
100

49
200

1
50

1
50

47
100

1
50

fi
ffiffiffifl.

Solving pM´ 1q~e “~0, we find pX8 “ p0.1721, 0.169, 0.245, 0.245, 0.169qT.

Chapter 9 solutions

Answers to exercises
E9.1 ~u “ pα, 0, 0, βqT (a column vector); ~vT “ p0, a, b, 0q (a row vector). E9.2 |wy “
1|0y ` i|1y ´ |2y; xw| “ 1x0| ´ ix1| ´ x2|; }~w} “ ?

3. E9.3 detpAq “ ´2. E9.4
a) p1` 1?

2
q|0y ` i?

2
|1y; b) 2; c)

?
2

2 ; d)
?

10
10 `

?
10i
5 ; e)

?
10

10 ´
?

10i
5 ; f)

“
1 0
0 0

‰
; g)

?
2

2 |0y;
h)

„
1
2 ´ i

2
i
2

1
2


; i) 1

2 |0y` i
2 |1y; j) p

?
5

10 `
?

5i
5 q|0y´p

?
5

5 ´
?

5i
10 q|1y. E9.5 a) A|vy “ 10|0y`19|1y;

b) xv|A “ 13x0|`18x1|; c) A|wy “ p´3´6iq|0y´p12`10iq|1y; d) xw|A “ p´3`8iqx0|`p´9`10iqx1|;
e) xv|A|vy “ 67; f) xw|A|wy “ 29´ 6i. E9.6 MT “ 2|0yx0| ` 1|0yx1| ´ 3|1yx1|. E9.7
HH|0y “ |0y and HH|1y “ |1y. E9.8 XX “ “

1 0
0 1

‰
, XZ “ “ 0 ´1

1 0

‰
, ZX “ “ 0 1´1 0

‰
. E9.10

MΠ` “
„

1
2

1
2

1
2

1
2


and MΠ´ “

„
1
2 ´ 1

2
´ 1

2
1
2


. E9.11 Prpt´u|ψq “ |α´β|2

2 . E9.12 |θKy “

p 1?
2

, e´ipπ´θq?
2
qT. MΠθ

“
«

1
2

e´iθ
2

eiθ
2

1
2

ff
and MΠ

θK “
„

1
2

1
2 eipπ´θq

1
2 e´ipπ´θq 1

2


. Prpt´u|ψq “

cˇ̌
ˇ α

2 ` β
2 e´iθ

ˇ̌
ˇ
2 `

ˇ̌
ˇ α

2 eiθ ` β
2

ˇ̌
ˇ
2
. E9.13 |ψyb|φy “ αγ|00y ` αδ|01y ` βγ|10y ` βδ|11y.

Solutions to selected exercises
E9.7 Let’s first see what happens to |0y when we apply the operator HH. The result
of the first H applied to |0y is H|0y “ |`y “ 1?

2
p|0y ` |1yq. Applying the second

H operator, we get HH|0y “ H|`y “ 1?
2
pH|0y ` H|1yq. Applying the H operation

gives 1?
2

` 1?
2
p|0y ` |1yq ` 1?

2
p|0y ´ |1yq ˘, which simplifies to 1?

2

` 2?
2
|0y˘ “ |0y. So

HH|0y “ |0y. A similar calculation shows that HH|1y “ |1y.
E9.8 Use matrix multiplication. Note XZ is not the same as ZX.
E9.9 Using the definition of |`y and |´y, we obtain expressions for the elements of
the standard basis written in terms of the Hadamard basis: |0y “ 1?

2
|`y ` 1?

2
|´y,

and |1y “ 1?
2
|`y ´ 1?

2
|´y. The remainder of the calculations require arithmetic and

simplifications:

|01y ´ |10y “ |0y b |1y ´ |1y b |0y
“

´
1?
2
|`y` 1?

2
|´y

¯´
1?
2
|`y´ 1?

2
|´y

¯
´
´

1?
2
|`y´ 1?

2
|´y

¯´
1?
2
|`y` 1?

2
|´y

¯

“ 1
2

´
���|`y|`y´ |`y|´y` |´y|`y´���|´y|´y´���|`y|`y´ |`y|´y` |´y|`y`���|´y|´y

¯

“ 1
2

´
´ 2|`y|´y` 2|´y|`y

¯
“ ´p|`y|´y´ |´y|`yq “ |`y|´y´ |´y|`y.

The last equality holds since the state’s global phase can be ignored.
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Answers to problems
P9.1 No, since Q is not unitary. P9.2 YY|0y “ |0y and YY|1y “ |1y. P9.3 iα|0y´ iβ|1y.
P9.4 Two parameters. P9.5 α P r0, 1s and ϕ P r0, 2πs. P9.6 θ P r0, πs and ϕ P
r0, 2πs. P9.7 HXH “ Z and HZH “ X. P9.8 Prptvu|ψq “ |αa ` βb|2. P9.9
Prpt0u|ψq “ |β|2; Prpt`u|ψq “ 1

2 |α` β|2; Prpt´u|ψq “ 1
2 |α´ β|2. P9.11 ERrRs “ 3

2 a.
P9.12 xψ1, ψ2y “ 0. P9.13 Prpt0 ď x ď 1

4 u|ψaq “ 7
16 ; Prpt0 ď x ď 1

4 u|ψbq “ 79
256 ;

Prpt0 ď x ď 1
4 u|ψcq “ 1

4 .

Solutions to selected problems
P9.1 Quantum gates correspond to unitary operators. Since Q:Q ‰ 1, Q is not uni-
tary and it cannot be implemented by any physical device. The boss is not always
right!

P9.2 Let’s first see what happens to |0y when we apply the operator YY. The result
of the first Y applied to |0y is Y|0y “ i|1y. Then, applying the second Y operator, we
get YY|0y “ Ypi|1yq “ iY|1y “ ip´iq|0y “ |0y. So YY|0y “ |0y. A similar calculation
shows that YY|1y “ |1y.
P9.3 Since HH “ 1, we obtain XHHY “ XY “

”
i 0
0 ´i

ı
, then multiply this operator

by α|0y ` β|1y to obtain the answer.

P9.4 Starting from the four degrees of freedom for general two-dimensional complex
vectors, we must subtract one degree of freedom for each of the constraints: one be-
cause we’re ignoring global phase, and one because we require |α|2 ` |β|2 “ 1:

4 d.f. ´ α real ´ t}|ψy} “ 1u “ 2 d.f.

A qubit |ψy has only two degrees of freedom. In other words, two parameters are
sufficient to describe any qubit.

P9.5 Since the squared-magnitudes of the coefficients of |ψy must be a probability
distribution, α is restricted in the range r0, 1s. The phase of the second coefficient can
be chosen arbitrarily; ϕ P r0, 2πs.
P9.6 These are the angles of the Bloch sphere, which is a useful way to visualize qubit
quantum states.

P9.9 All three calculations require computing the product of the appropriate projec-

tion matrix with the density matrix ρ “
” |α|2 βα

αβ |β|2
ı
, then taking the trace. The density

matrix representation is used in many domains of physics, as well as in quantum in-
formation theory.

P9.10 a) Expand the expressions for |ψy1 and |Φ`y23 and compute the tensor product.
b) Using the definitions of the Bell states |Φ`y, |Φ´y, |Ψ`y, |Ψ´y, and the X and Z op-
erators, we expand the expression on the right side of the equation and show it equals
the expression on the left side, which in turn equals |ψy1 b |Φ`y23. c) Applying the
CNOT gate to the state |Φ`y ” 1?

2
p|00y ` |11yq results in 1?

2
p|00y ` |10yq “ 1?

2
p|0y ` |1yqb |0y.

Next, applying the Hadamard gate on the first qubit leaves us with the state |00y,
which leads to the measurement outcome 00 when both qubits are measured in the
standard basis. The analysis for the other bell states is similar. d) The recovery oper-
ation that Bob must perform is determined by the measurement outcome. Since the
X and Z gates are self-inverse, the recovery operations that Bob must perform are de-
scribed by the following mapping: 00 Ñ 1, 10 Ñ Z, 01 Ñ X, 11 Ñ ZX. See this video
for more details about the quantum teleportation protocol: youtu.be/3wZ35c3oYUE.

https://en.wikipedia.org/wiki/Bloch_sphere
https://en.wikipedia.org/wiki/Density_matrix
https://en.wikipedia.org/wiki/Density_matrix
https://youtu.be/3wZ35c3oYUE?list=PL1826E60FD05B44E4
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P9.11 Using integration by parts with u “ r3 and dv “ expp´2r{aqr2 dr simplifies
the integral to the form 3a

2 p 4
a3

ş8
0 expp´2r

a qr2 drq. Instead of continuing with two more
steps of integration by parts, we can recognize the expression inside the brackets to be
equal to one, since pRprq “ 4

a3 expp´2r{aqr2 is a probability distribution. This calcula-
tion supports the classical chemical viewpoint, which describes electrons as living in
an “electron cloud” or “orbital” of radius roughly 3

2 a. Note this is somewhat mislead-
ing since the actual wave function ψp~rq drops off as expp´rq.
P9.12 The inner product xψ1, ψ2y “

ş1
0 ψ1pxqψ2pxq dx corresponds to the integral

ş1
0p2x´

1qp6x2 ´ 6x` 1q dx “ ş1
0p12x3 ´ 18x2 ` 8x´ 1q dx. Using the formula

ş
xn dx “ xn`1

n`1 ,

we find xψ1, ψ2y “
”

12
4 x4 ´ 18

3 x3 ` 8
2 x2 ´ x

ı1

0
“ 0. The functions ψ1pxq and ψ2pxq are

called the Shifted Legendre polynomials.

P9.13 You can perform the required integrals by hand or use the SymPy command
integrate((sqrt(3)*(2*x-1))**2,(x,0,1/4)) for part a), and the command integrate((sqrt(5)*(6*x**2-6*x+1))**2,(x,0,1/4))
for part b). For part c), the constant wave function is ψcpxq “ 1, and the interval r0, 1

4 s
contains exactly 1

4 of its probability mass.

https://en.wikipedia.org/wiki/Legendre_polynomials#Shifted_Legendre_polynomials
http://live.sympy.org/
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